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n Introduction to RAID

Chapter 1 Introduction to RAID

This chapter describes Redundant Array of Independent Disks (RAID), RAID functions and benefits, RAID components,
RAID levels, and configuration strategies. In addition, it defines the RAID availability concept, and offers tips for
configuration planning.

RAID Description

RAID is an array, or group, of multiple independent physical drives that provide high performance and fault tolerance. A
RAID drive group improves I/O (input/output) performance and reliability. The RAID drive group appears to the host
computer as a single storage unit or as multiple virtual units. 1/0 is expedited because several drives can be accessed
simultaneously.

RAID Benefits

RAID drive groups improve data storage reliability and fault tolerance compared to single-drive storage systems. Data
loss resulting from a drive failure can be prevented by reconstructing missing data from the remaining drives. RAID has
gained popularity because it improves 1/O performance and increases storage subsystem reliability.

RAID Functions

Virtual drives are drive groups or spanned drive groups that are available to the operating system. The storage space
in avirtual drive is spread across all of the drives in the drive group.

Your drives must be organized into virtual drives in a drive group, and they must be able to support the RAID level that
you select. Some common RAID functions follow:

m  Creating hot spare drives

m  Configuring drive groups and virtual drives

= [nitializing one or more virtual drives

m  Accessing controllers, virtual drives, and drives individually

= Rebuilding failed drives

m  Verifying that the redundancy data in virtual drives using RAID level 1, 5, 6, 10, 50, or 60 is correct
= Reconstructing virtual drives after changing RAID levels or adding a drive to a drive group

m  Selecting ahost controller on which to work
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1.1 Components and Features

RAID levels describe a system for ensuring the availability and redundancy of data stored on large disk subsystems.
See RAID Levels for detailed information about RAID levels. The following subsections describe the components of
RAID drive groups and RAID levels.

1.1.1 Drive Group

Adrive group is a group of physical drives. These drives are managed in partitions known as virtual drives.

1.1.2 Virtual Drive

Avirtual drive is a partition in a drive group that is made up of contiguous data segments on the drives. Avirtual drive
can consist of these components:

= anentire drive group

= more than one entire drive group

m apartofadrive group

= parts of more than one drive group

= acombination of any two of these conditions

11.3 Fault Tolerance

Fault tolerance is the capability of the subsystem to undergo a drive failure or failures without compromising data
integrity, and processing capability. The RAID controller provides this support through redundant drive groups in
RAID levels 1,5, 6, 10, 50, and 60. The system can still work properly even with drive failure in a drive group, though
performance can be degraded to some extent.

In a span of RAID 1 drive groups, each RAID 1 drive group has two drives and can tolerate one drive failure. The span of
RAID 1 drive groups can contain up to 32 drives, and tolerate up to 16 drive failures—one in each drive group. ARAID
5 drive group can tolerate one drive failure in each RAID 5 drive group. A RAID 6 drive group can tolerate up to two
drive failures.

Each spanned RAID 10 virtual drive can tolerate multiple drive failures, aslong as each failure is in a separate drive
group. A RAID 50 virtua drive can tolerate two drive failures, as long as each failure is in a separate drive group. RAID
60 drive groups can tolerate up to two drive failures in each drive group.
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NOTE RAID level 0 is not fault tolerant. If a drive in a RAID 0 drive group fails,
the entire virtual drive (all drives associated with the virtual drive)fails.

Fault tolerance is often associated with system availability because it allows the system to be available during the
failures. However, fault tolerance means that it is also important for the system to be available during the repair of the
problem.

Ahot spare is an unused drive. You can use a hot spare to rebuild the data and re-establish redundancy in case of a disk
failure in aredundant RAID drive group. After the hot spare is automatically moved into the RAID drive group, the data is
automatically rebuilt on the hot spare drive. The RAID drive group continues to handle requests while the rebuild
occurs.

Auto-rebuild allows afailed drive to be replaced and the data automatically rebuilt by hot-swapping the drive in the
same drive bay. The RAID drive group continues to handle requests while the rebuild occurs.

Consistency Check

The consistency check operation verifies correctness of the data in virtual drives that use RAID levels 1, 5, 6, 10, 50, and
60. RAID O does not provide data redundancy. For example, in a system with parity, checking consistency means
computing the data on one drive and comparing the results to the contents of the parity drive.

NOTE Itis recommended that you perform a consistency check at least once a
month.

Replace

Replace lets you copy data from a source drive into a destination drive that is not a part of the virtual drive. Replace
often creates or restores a specific physical configuration for a drive group (for example, a specific arrangement of
drive group members on the device 1/0 buses). You can run Replace automatically or manually.

Typically, when a drive fails or is expected to fail, the data is rebuilt on a hot spare. The failed drive is replaced with a new
disk. Then the data is copied from the hot spare to the new drive, and the hot spare reverts from arebuild drive to its
original hot spare status. Replace runs as a background activity, and the virtual drive is still available online to the host.

Replace is also initiated when the first SMART error occurs on adrive thatis part of a virtual drive. The destination drive is
a hot spare that qualifies as a rebuild drive. The drive that has the SMART error is marked as failed only after the
successful completion of the Replace. This situation avoids putting the drive group in Degraded status.
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NOTE During Replace, if the drive group involved in Replace is deleted
because of avirtual drive deletion, the destination drive reverts to an
Unconfigured Good state or Hot Spare state.

NOTE When Replace is enabled, the alarm continues to beep even after a
rebuild is complete; the alarm stops beeping only when Replace is
completed.

Order of Precedence
In the following scenarios, Rebuild takes precedence over Replace:

= [faReplaceis already taking place to a hot spare drive, and any virtual drive on the controller degrades, the
Replace aborts, and a rebuild starts. Rebuild changes the virtual drive to the Optimal state.
m  The Rebuild takes precedence over the Replace when the conditions exist to start both operations. Consider the
following examples:
—  Hotspare is not configured (or unavailable) in the system.
—  Twodrives (both members of virtual drives) exist, with one drive exceeding the SMART error threshold, and
the other failed.
— Ifyou add a hot spare (assume a global hot spare) during a Replace, the Replace is ended abruptly, and
Rebuild starts on the hot spare.

Background Initialization

Background initialization is a check for media errors on the drives when you create a virtual drive. It is an automatic
operation that starts five minutes after you create the virtual drive. This check ensures that striped data segments are
the same on all of the drives in the drive group.

Background initialization is similar to a consistency check. The difference between the two is that a background
initialization is forced on new virtual drives and a consistency check is not.

New RAID 5 virtual drives and new RAID 6 virtual drives require a minimum number of drives for a background
initialization to start. If there are fewer drives, the background initialization does not start. The background
initialization needs to be started manually. The following number of drive is required:

m  New RAID 5 virtual drives must have atleast five drives for background initialization to start.
= New RAID 6 virtual drives must have atleast seven drives for background initialization to start.

The default and recommended background initialization rate is 30 percent. Before you change the rebuild rate, you
must stop the background initialization or the rate change will not affect the background initialization rate. After you
stop background initialization and change the rebuild rate, the rate change takes effect when you restart background
initialization.
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Patrol Read

Patrol read involves the review of your system for possible drive errors that could lead to drive failure and then action
to correct errors. The goal is to protect data integrity by detecting drive failure before the failure can damage data. The
corrective actions depend on the drive group configuration and the type of errors.

Patrol read starts only when the controller is idle for a defined period of time and no other background tasks are
active, though it can continue to run during heavy I/O processes.

You can use the MegaRAID Storage Manager software to select the patrol read options, which you can use to set
automatic or manual operation, or disable patrol read. See Running a Patrol Read.

Disk Striping

Disk striping allows you to write data across multiple drives instead of just one drive. Disk striping involves partitioning
each drive storage space into stripes that can vary in size from 8 KB to 1024 KB. These stripes are interleaved in a
repeated sequential manner. The combined storage space is composed of stripes from each drive. It is recommended
that you keep stripe sizes the same across RAID drive groups.

For example, in afour-disk system using only disk striping (used in RAID level 0), segment 1 is written to disk 1,
segment 2 is written to disk 2, and so on. Disk striping enhances performance because multiple drives are accessed
simultaneously, but disk striping does not provide data redundancy:.

Figure 1 Example of Disk Striping (RAID 0)

Stripe Width

Stripe width is the number of drives involved in a drive group where striping is implemented. For example, a four-disk
drive group with disk striping has a stripe width of four.
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Stripe Size

The stripe size is the length of the interleaved data segments that the RAID controller writes across multiple drives, not
including parity drives. For example, consider a stripe that contains 64 KB of disk space and has 16 KB of data residing on
each disk in the stripe. In this case, the stripe size is 64 KB, and the strip sizeis 16 KB.

Strip Size

The strip size is the portion of a stripe that resides on a single drive.

Disk Mirroring

With disk mirroring (used in RAID 1 and RAID 10), data written to one drive is simultaneously written to another drive.
The primary advantage of disk mirroring is that it provides 100 percent data redundancy. Because the contents of the
disk are completely written to a second disk, data is not lost if one disk fails. In addition, both drives contain the same
data at all times, so either disk can act as the operational disk. If one disk fails, the contents of the other disk can run the
system and reconstruct the failed disk.

Disk mirroring provides 100 percent redundancy, but it is expensive because each drive in the system must be
duplicated. The following figure shows an example of disk mirroring.

Figure 2 Example of Disk Mirroring (RAID 1)

Segment 1 Segment 1 Duplicated

Segment 2 Segment 2 Duplicated

Segment 3 Segment 3 Duplicated

Segment 4 Segment 4 Duplicated
Parity

Parity generates a set of redundancy data from two or more parent data sets. The redundancy data can be used to
reconstruct one of the parent data sets in the event of a drive failure. Parity data does not fully duplicate the parent
data sets, but parity generation can slow the write process. In RAID, this method is applied to entire drives or stripes
across all of the drives in a drive group. The types of parity are described in the following table.
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Table 1 Types of Parity

Parity Type Description
Dedicated The parity data on two or more drives is stored on an additional disk.
Distributed The parity data is distributed across more than one drive in the system.

RAID 5 combines distributed parity with disk striping. If a single drive fails, it can be rebuilt from the parity and the data
on the remaining drives. An example of a RAID 5 drive group is shown in the following figure. RAID 5 uses parity to
provide redundancy for one drive failure without duplicating the contents of entire drives. RAID 6 also uses distributed

parity and disk striping, but adds a second set of parity data so that it can survive up to two drive failures.

Segman: 1 Sagment 2 Segmen: 3 Sagment 4 Sapgment 5 Parity {1 o 8]

Segment T Sepgment & Segment & Sugment 10 Parity (6t 10] Saegment &

Segment 13 Sagment 14 Seqgrent 15 Parity (11 % 15) Sapgment 11 Sagment 12

Segment 19 Sagment 20 Parily (16 Io 30) Sagment 16 Sagment 17 Segment 14

Segmen: 25 Parity |21 w2 25) Segman: 21 Seoment 22 Sopment 23 Sagmenl 24

F‘aril:f'-;?la ta 30 Sagment 28 Seqment 2T Segrment 28 S‘el,'rumll 26 Sagment ]
3_01081-00

Mote: Parity is distributed across all drives in the drive group.

Disk Spanning

Disk spanning allows multiple drives to function like one big drive. Spanning overcomes lack of disk space and
simplifies storage management by combining existing resources or adding relatively inexpensive resources. For
example, four 20-GB drives can be combined to appear to the operating system as a single 80-GB drive.

Spanning alone does not provide reliability or performance enhancements. Spanned virtual drives must have the
same stripe size and must be contiguous. In the following figure, RAID 1 drive groups are turned into a RAID 10 drive

group.

NOTE Make sure that the spans are in different backplanes, so that if one
span fails, you do not lose the whole drive group.
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Figure 4 Example of Disk Spanning

60 GB 60 GB

60 GB

Can Be Accessed As
One 120-GB Drive

Can Be Accessed As
One 120-GB Drive

P

Spanning two contiguous RAID 0 virtual drives does not produce anew RAID level or add fault tolerance. It does
increase the capacity of the virtual drive and improves performance by doubling the number of spindles.

Spanning for RAID 00, RAID 10, RAID 50, and RAID 60
The following table describes how to configure RAID 00, RAID 10, RAID 50, and RAID 60 by spanning. The virtual drives
must have the same stripe size and the maximum number of spans is 8. The full drive capacity is used when you span

virtual drives; you cannot specify a smaller drive capacity.

See Configuration for detailed procedures for configuring drive groups and virtual drives, and spanning the drives.

Table 2 Spanning for RAID 10, RAID 50, and RAID 60
Level Description

00 Configure RAID 00 by spanning two contiguous RAID 0 virtual drives, up to the maximum number of
supported devices for the controller.

10 Configure RAID 10 by spanning two contiguous RAID 1 virtual drives, up to the maximum number of supported
devices for the controller. RAID 10 supports a maximum of 8 spans. You must use an even number of drives in each
RAID virtual drive in the span. The RAID 1 virtual drives must have the same stripe size.

50 Configure RAID 50 by spanning two contiguous RAID 5 virtual drives. The RAID 5 virtual drives must have the

same stripe size.
60 Configure RAID 60 by spanning two contiguous RAID 6 virtual drives. The RAID 6 virtual drives must have the

same stripe size.

NOTE In a spanned virtual drive (R10, R50, R60) the span numbering starts
from Span 0, Span 1, Span 2, and so on.

1112 Hot Spares

Ahot spare is an extra, unused drive that is part of the disk subsystem. It is usually in Standby mode, ready for service if
adrive fails. Hot spares permit you to replace failed drives without system shutdown or user intervention. MegaRAID SAS
RAID controllers canimplement automatic and transparent rebuilds of failed drives using hot spare drives, providing a
high degree of fault tolerance and zero downtime.
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The RAID management software allows you to specify drives as hot spares. When a hot spare is needed, the RAID
controller assigns the hot spare that has a capacity closest to and atleast as great as that of the failed drive to take the
place of the failed drive. The failed drive is removed from the virtual drive and marked ready awaiting removal after the
rebuild to a hot spare begins. You can make hot spares of the drives that are not in a RAID virtual drive.

You can use the RAID management software to designate the hot spare to have enclosure affinity, meaning that if
drive failures are present on a split backplane configuration, the hot spare will be used first on the backplane side in
which it resides.

If the hot spare is designated as having enclosure affinity, it attempts to rebuild any failed drives on the backplane in
which it resides before rebuilding any other drives on other backplanes.

NOTE If arebuild to a hot spare fails for any reason, the hot spare drive is
marked as failed. If the source drive fails, both the source drive and the
hot spare drive are marked as failed.

The hot spare can be of two types:
m  Global hot spare
m  Dedicated hot spare

Global Hot Spare

Use a global hot spare drive to replace any failed drive in a redundant drive group as long as its capacity is equal
to or larger than the coerced capacity of the failed drive. A global hot spare defined on any channel should be
available to replace a failed drive on both channels

Dedicated Hot Spare

Use a dedicated hot spare to replace a failed drive only in a selected drive group. One or more drives can be
designated as a member of a spare drive pool. The most suitable drive from the pool is selected for failover. A
dedicated hot spare is used before one from the global hot spare pool.

Hot spare drives can be located on any RAID channel. Standby hot spares (not being used in RAID drive group) are
polled every 60 seconds at a minimum, and their status made available in the drive group management software.
RAID controllers offer the ability to rebuild with a disk that is in a system but not initially set to be a hot spare.

Observe the following parameters when using hot spares:

m  Hotspares are used only in drive groups with redundancy: RAID levels 1, 5, 6, 10, 50, and 60.

m  Ahot spare connected to a specific RAID controller can be used to rebuild a drive that is connected only to the
same controller.

= You must assign the hot spare to one or more drives through the controller BIOS or use drive group management
software to place it in the hot spare pool.
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m  Ahot spare must have free space equal to or greater than the drive it replaces. For example, to replace an 500-GB
drive, the hot spare must be 500-GB or larger.

Disk Rebuilds

When a drive in a RAID drive group fails, you can rebuild the drive by re-creating the data that was stored on the drive
before it failed. The RAID controller re-creates the data using the data stored on the other drives in the drive group.
Rebuilding can be done only in drive groups with data redundancy, which includes RAID 1, 5, 6, 10, 50, and 60 drive
groups.

The RAID controller uses hot spares to rebuild failed drives automatically and transparently, at user-defined rebuild
rates. If a hot spare is available, the rebuild can start automatically when a drive fails. If a hot spare is not available, the
failed drive must be replaced with a new drive so that the data on the failed drive can be rebuilt.

The failed drive isremoved from the virtual drive and marked ready awaiting removal when the rebuild to a hot spare
begins. If the system goes down during a rebuild, the RAID controller automatically resumes the rebuild after the
system reboots.

NOTE When the rebuild to a hot spare begins, the failed drive is often
removed from the virtual drive before management applications
detect the failed drive. When this occurs, the events logs show the
drive rebuilding to the hot spare without showing the failed drive. The
formerly failed drive will be marked as “ready” after a rebuild begins to
a hot spare. If a source drive fails during a rebuild to a hot spare, the
rebuild fails, and the failed source drive is marked as offline. In addition,
the rebuilding hot spare drive is changed back to a hot spare. After a
rebuild fails because of a source drive failure, the dedicated hot spare is
still dedicated and assigned to the correct drive group, and the global
hot spare is still global.

An automatic drive rebuild will not start if you replace a drive during a RAID-level migration. The rebuild must be
started manually after the expansion or migration procedure is complete. (RAID-level migration changes a virtual
drive from one RAID level to another.)
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Rebuild Rate

The rebuild rate is the percentage of the compute cycles dedicated to rebuilding failed drives. Arebuild rate of 100
percent means that the system assigns priority to rebuilding the failed drives.

The rebuild rate can be configured between 0 percent and 100 percent. At 0 percent, the rebuild is done only if the
system is not doing anything else. At 100 percent, the rebuild has a higher priority than any other system activity.
Using 0 percent or 100 percent is not recommended. The default rebuild rate is accelerated.

Hot Swap

A hot swap is the manual replacement of a defective drive unit while the computer is still running. When a new drive
has been installed, arebuild occurs automatically if these situations occur:

m  The newly inserted drive is the same capacity as or larger than the failed drive.
m  The newly inserted drive is placed in the same drive bay as the failed drive it is replacing.

The RAID controller can be configured to detect the new drives and rebuild the contents of the drive automatically.

Drive States

Adrive state is a property indicating the status of the drive. The drive states are described in the following table.

Table 3 Drive States

State Description
Online Adrive that can be accessed by the RAID controller and is part of the virtual drive.
Unconfigured Good |Adrive that is functioning normally but is not configured as a part of a virtual drive or as a hot spare.
Hot Spare Adrive that is powered up and ready for use as a spare in case an online drive fails.
Failed Adrive that was originally configured as Online or Hot Spare, but on which the firmware detects an

unrecoverable error.

Rebuild Adrive to which data is being written to restore full redundancy for a virtual drive.

Unconfigured Bad |Adrive on which the firmware detects an unrecoverable error; the drive was Unconfigured Good or the drive
could not be initialized.

Missing Adrive that was Online but which has been removed from its location.

Offline Adrive that is part of a virtual drive but which hasinvalid data as far as the RAID configuration is concerned.

1"
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1.1.17 Virtual Drive States

The virtual drive states are described in the following table.

Table 4 Virtual Drive States

State Description
Optimal The virtual drive operating condition is good. All configured drives are online.
Degraded The virtual drive operating condition is not optimal. One of the configured drives has failed or is offline.

Partial Degraded The operating condition in a RAID 6 virtual drive is not optimal. One of the configured drives has failed oris
offline. RAID 6 can tolerate up to two drive failures.

Failed The virtual drive has failed.

Offline The virtual drive is not available to the RAID controller.

1.1.18 Beep Codes

An alarm sounds on the MegaRAID controller when a virtual drive changes from an optimal state to another state,
when a hot spare rebuilds, and for test purposes.

Table 5 Beep Codes, Events, and Virtual Drive States

Event Virtual Drive State Beep Code
RAID 0 virtual drive loses a virtual drives Offline 3 seconds on and 1 second off
RAID 1 loses a mirror drive Degraded 1 second on and 1 second off
RAID 1 loses both drives Offline 3 seconds on and 1 second off
RAID 5 loses one drive Degraded 1 second on and 1 second off
RAID 5 loses two or more drives Offline 3 seconds on and 1 second off
RAID 6 loses one drive Partially Degraded 1 second on and 1 second off
RAID 6 loses two drives Degraded 1 second on and 1 second off
RAID 6 loses more than two drives Offline 3 seconds on and 1 second off
Ahot spare completes the rebuild process and is |N/A 1 second on and 3 seconds off
brought into a drive group

1.1.19  Enclosure Management

Enclosure management is the intelligent monitoring of the disk subsystem by software, hardware or both. The disk
subsystem can be part of the host computer or can reside in an external disk enclosure. Enclosure management helps
you stay informed of events in the disk subsystem, such as a drive or power supply failure. Enclosure management
increases the fault tolerance of the disk subsystem.

12
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RAID Levels

The RAID controller supports RAID levels 0, 00, 1,5, 6, 10, 50, and 60. The supported RAID levels are summarized in the
following section.

In addition, the RAID controller supports independent drives (configured as RAID 0 and RAID 00.) The following
sections describe the RAID levels in detail.

Summary of RAID Levels

RAID 0 uses striping to provide high data throughput, especially for large files in an environment that does not require
fault tolerance.

RAID 1 uses mirroring so that data written to one drive is simultaneously written to another drive. RAID 1 is good for
small databases or other applications that require small capacity but complete data redundancy.

RAID 5 uses disk striping and parity data across all drives (distributed parity) to provide high data throughput,
especially for small random access.

RAID 6 uses distributed parity, with two independent parity blocks per stripe, and disk striping. A RAID 6 virtual drive

can survive the loss of any two drives without losing data. A RAID 6 drive group, which requires a minimum of three

drives, is similar to a RAID 5 drive group. Blocks of data and parity information are written across all drives. The parity
information is used to recover the data if one or two drives fail in the drive group.

ARAID 00 drive groupis aspanned drive group that creates a striped set from a series of RAID 0 drive groups.

RAID 10, a combination of RAID 0 and RAID 1, consists of striped data across mirrored spans. A RAID 10 drive group is a
spanned drive group that creates a striped set from a series of mirrored drives. RAID 10 allows a maximum of 8 spans. You
must use an even number of drives in each RAID virtual drive in the span. The RAID 1 virtual drives must have the same
stripe size. RAID 10 provides high data throughput and complete data redundancy but uses a larger number of spans.

RAID 50, a combination of RAID 0 and RAID 5, uses distributed parity and disk striping. A RAID 50 drive groupis a
spanned drive group in which data is striped across multiple RAID 5 drive groups. RAID 50 works best with data that
requires high reliability, high request rates, high data transfers, and medium-to-large capacity.

NOTE Having virtual drives of different RAID levels, such as RAID 0 and RAID
5, in the same drive group is not allowed. For example, if an existing
RAID 5 virtual drive is created out of partial space in an array, the next
virtual drive in the array has to be RAID 5 only.

13
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RAID 60, a combination of RAID 0 and RAID 6, uses distributed parity, with two independent parity blocks per stripe in
each RAID set, and disk striping. A RAID 60 virtual drive can survive the loss of two drives in each of the RAID 6 sets
without losing data. RAID 60 works best with data that requires high reliability, high request rates, high data transfers,
and medium-to-large capacity.

NOTE The MegaSR controller supports the standard RAID levels — RAID 0,
RAID 1,RAID 5, and RAID 10. The MegaSR controller comes in two
variants, SCU and AHCI, both supporting a maximum of eight physical
drives. Amaximum of eight virtual drives can be created (using RAID
0, RAID 1, RAID 5, and RAID 10 only) and controlled by the MegaSR
controller. One virtual drive can be created on an array (a maximum of
eight if no other virtual drives are already created on the MegaSR
controller), or you can create eight arrays with one virtual drive each.
However, on RAID10, you can create only one virtual drive on a
particular array.

Selecting a RAID Level

Select the optimal RAID level when you create a system drive. The optimal RAID level for your drive group depends on a
number of factors:

m  Thenumber of drives in the drive group

m  The capacity of the drives in the drive group
m  The need for data redundancy

m  Thedisk performance requirements

RAID O

RAID 0 provides disk striping across all drives in the RAID drive group. RAID 0 does not provide any data redundancy, but
RAID Ooffers the best performance of any RAID level. RAID 0 breaks up data into smaller segments, and then stripes the
data segments across each drive in the drive group. The size of each data segment is determined by the stripe size. RAID
0 offers high bandwidth.

NOTE RAID level 0 is not fault tolerant. If a drive in a RAID 0 drive group fails,
the entire virtual drive (all drives associated with the virtual drive)fails.
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By breaking up a large file into smaller segments, the RAID controller can use SATA drives to read or write the file faster.

RAID 0 involves no parity calculations to complicate the write operation. This situation makes RAID 0 ideal for
applications that require high bandwidth but do not require fault tolerance.

The following table provides an overview of RAID 0. The following figure provides a graphic example of a RAID 0 drive

group.
Table 6 RAID 0 Overview
Uses Provides high data throughput, especially for large files. Any environment that does not require fault tolerance.
Strong points Provides increased data throughput for large files.
No capacity loss penalty for parity.
Weak points Does not provide fault tolerance or high bandwidth.
All data is lost if any drive fails.
Drives 1to 32

Figure 5 RAID 0 Drive Group Example with Two Drives

Segment 1 Segment 2
Segment 3 Segment 4
Segment 5 Segment 6
Segment 7 Segment 8

1.24 RAID 1

In RAID 1, the RAID controller duplicates all data from one drive to a second drive in the drive group. RAID 1 supports
an even number of drives from 2 through 32 in a single span. RAID 1 provides complete data redundancy, but at the
cost of doubling the required data storage capacity. The following table provides an overview of RAID 1. The following
figure provides a graphic example of a RAID 1 drive group.

Table 7 RAID 1 Overview

Uses Use RAID 1 for small databases or any other environment that requires fault tolerance but small capacity.

Strong points Provides complete data redundancy. RAID 1 isideal for any application that requires fault tolerance and
minimal capacity.

Weak points Requires twice as many drives. Performance isimpaired during drive rebuilds.

Drives 2 through 32 (must be an even number of drives)

15
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Figure 6 RAID 1 Drive Group
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RAID 5

RAID 5 includes disk striping at the block level and parity. Parity is the data’s property of being odd or even, and parity
checking is used to detect errors in the data. In RAID 5, the parity information is written to all drives. RAID 5 is best
suited for networks that perform a lot of small input/output (1/O) transactions simultaneously.

RAID 5 addresses the bottleneck issue for random 1/O operations. Because each drive contains both data and parity,
numerous writes can take place concurrently.

The following table provides an overview of RAID 5. The following figure provides agraphic example of a RAID 5 drive

group.
Table 8 RAID 5 Overview
Uses Provides high data throughput, especially for large files. Use RAID 5 for transaction processing applications

because each drive can read and write independently. If a drive fails, the RAID controller uses the parity drive to
re-create all missing information. Use also for office automation and online customer service that requires
fault tolerance. Use for any application that has high read request rates but low write request rates.

Strong points

Provides data redundancy, high read rates, and good performance in most environments. Provides
redundancy with lowest loss of capacity.

Weak points

Not well-suited to tasks requiring lot of writes. Suffers more impact if no cache is used (clustering). Drive
performance is reduced if a drive is being rebuilt. Environments with few processes do not perform as well
because the RAID overhead is not offset by the performance gains in handling simultaneous processes.

Number of Drives in
this RAID level

3 through 32

Figure 7 RAID 5 Drive Group with Six Drives
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Mote: Parity is distributed across all drives in the drive group.
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RAID 6 is similar to RAID 5 (disk striping and parity), except that instead of one parity block per stripe, there are two.
With two independent parity blocks, RAID 6 can survive the loss of any two drives in a virtual drive without losing data.

RAID 6 provides a
6 for data that req

In the case of afai

high level of data protection through the use of a second parity block in each stripe. Use RAID
uires a very high level of protection from loss.

lure of one drive or two drives in a virtual drive, the RAID controller uses the parity blocks to

re-create all of the missing information. If two drives in a RAID 6 virtual drive fail, two drive rebuilds are required, one
for each drive. These rebuilds do not occur at the same time. The controller rebuilds one failed drive, and then the

other failed drive.

The following table provides an overview of a RAID 6 drive group.

Table 9 RAID 6 Overview

Uses

Use for office automation and online customer service that requires fault tolerance. Use for any application
that has high read request rates but low write request rates.

Strong points

Provides data redundancy, high read rates, and good performance in most environments. Can survive the loss
of two drives or the loss of adrive while another drive is being rebuilt. Provides the highest level of protection
against drive failures of all of the RAID levels. Read performance is similar to that of RAID 5.

Weak points

Not well-suited to tasks requiring a lot of writes. ARAID 6 virtual drive has to generate two sets of parity data for
each write operation, which results in a significant decrease in performance during writes. Drive performance is
reduced during a drive rebuild. Environments with few processes do not perform as well because the RAID
overhead is not offset by the performance gains in handling simultaneous processes. RAID 6 costs more because
of the extra capacity required by using two parity blocks per stripe.

Drives

3 through 32

The following figure shows a RAID 6 data layout. The second set of parity drives is denoted by Q. The Pdrives follow the
RAID 5 parity scheme.

Figure 8 Example of Distributed Parity across Two Blocks in a Stripe (RAID 6)

Segment 1
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Segment 16 Parity (P13-P16)  Parity (Q13-Q16) Segment 13 Segment 14 Segment 15
Parity (P17-P20)  Party (Q17-020) Segment 17 Segment 18 Segment 19 Segment 20

Mote: Parity is distributed across all drives in the drive group. e

Segment 2 Segment 3 Segment 4 Parity (P1-P4) Parity (Q1-Q4)
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RAID 00

ARAID 00 drive groupis aspanned drive group that creates a striped set from a series of RAID 0 drive groups. RAID 00
does not provide any data redundancy, but, along with RAID 0, does offer the best performance of any RAID level. RAID
00 breaks up data into smaller segments and then stripes the data segments across each drive in the drive groups. The
size of each data segment is determined by the stripe size. RAID 00 offers high bandwidth.

NOTE RAID level 00 is not fault tolerant. If adrive in a RAID O drive group fails,
the entire virtual drive (all drives associated with the virtual drive)fails.

By breaking up alarge file into smaller segments, the controller can use SATA drives to read or write the file faster.
RAID 00 involves no parity calculations to complicate the write operation. This situation makes RAID 00 ideal for
applications that require high bandwidth but do not require fault tolerance. The following table provides an
overview of RAID 00. The following figure provides a graphic example of a RAID 00 drive group.

Table 10 RAID 00 Overview

Uses Provides high data throughput, especially for large files. Any environment that does not require fault tolerance.
Strong points Provides increased data throughput for large files.
No capacity loss penalty for parity.
Weak points Does not provide fault tolerance or high bandwidth.
All data lost if any drive fails.
Drives 2 through 256

Figure 9 RAID 00 Drive Group Example with Two Drives
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RAID 10

RAID 10 is a combination of RAID 0 and RAID 1, and it consists of stripes across mirrored drives. RAID 10 breaks up data
into smaller blocks and then mirrors the blocks of data to each RAID 1 drive group. The first RAID 1 drive in each drive
group then duplicates its data to the second drive. The size of each block is determined by the stripe size parameter,
which is set during the creation of the RAID set. The RAID 1 virtual drives must have the same stripe size.

Spanning is used because one virtual drive is defined across more than one drive group. Virtual drives defined across
multiple RAID 1 level drive groups are referred to as RAID level 10, (1+0). Data is striped across drive groups to increase
performance by enabling access to multiple drive groups simultaneously.

Each spanned RAID 10 virtual drive can tolerate multiple drive failures, aslong as each failure is in a separate drive
group. If drive failures occur, less than total drive capacity is available.



1.2.9

n Introduction to RAID

Configure RAID 10 by spanning two contiguous RAID 1 virtual drives, up to the maximum number of supported
devices for the controller. RAID 10 supports a maximum of 8 spans, with a maximum of 32 drives per span. You must
use an even number of drives in each RAID 10 virtual drive in the span.

NOTE Other factors, such as the type of controller, can restrict the number of
drives supported by RAID 10 virtual drives.

The following table provides an overview of RAID 10.
Table 11 RAID 10 Overview

Uses Appropriate when used with data storage that needs 100 percent redundancy of mirrored drive groups and
that also needs the enhanced I/0 performance of RAID O (striped drive groups.) RAID 10 works well for
medium-sized databases or any environment that requires a higher degree of fault tolerance and
moderate-to-medium capacity.

Strong Points Provides both high data transfer rates and complete data redundancy.
Weak Points Requires twice as many drives as all other RAID levels except RAID 1.
Drives 4 to 32in multiples of 4 — The maximum number of drives supported by the controller (using an even number of

drives in each RAID 10 virtual drive in the span).

In the following figure, virtual drive 0 is created by distributing data across four drive groups
(drive groups 0 through 3).

Figure 10 RAID 10 Level Virtual Drive
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RAID 50

RAID 50 provides the features of both RAID 0 and RAID 5. RAID 50 includes both distributed parity and drive striping
across multiple drive groups. RAID 50 is best implemented on two RAID 5 drive groups with data striped across both
drive groups.

RAID 50 breaks up data into smaller blocks and then stripes the blocks of data to each RAID 5 disk set. RAID 5 breaks
up data into smaller blocks, calculates parity by performing an exclusive OR operation on the blocks, and then writes
the blocks of data and parity to each drive in the drive group. The size of each block is determined by the stripe size
parameter, which is set during the creation of the RAID set.

RAID level 50 can support up to eight spans and tolerate up to eight drive failures, though less than total drive
capacity is available. Though multiple drive failures can be tolerated, only one drive failure can be tolerated in each
RAID 5 level drive group.
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The following table provides an overview of RAID 50.
Table 12 RAID 50 Overview

Uses

Appropriate when used with data that requires high reliability, high request rates, high data transfer, and
medium-to-large capacity.

Strong points

Provides high data throughput, data redundancy, and very good performance.

Weak points

Requires two times to eight times as many parity drives as RAID 5.

Drives

8 spans of RAID 5 drive groups containing 3 to 32 drives each (limited by the maximum number of devices
supported by the controller)

Figure 11 RAID 50 Level Virtual Drive
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RAID 60

RAID 60 provides the features of both RAID 0 and RAID 6, and includes both parity and disk striping across multiple drive
groups. RAID 6 supports two independent parity blocks per stripe. ARAID 60 virtual drive can survive the loss of two
drives in each of the RAID 6 sets without losing data. RAID 60 is best implemented on two RAID 6 drive groups with data
striped across both drive groups.

RAID 60 breaks up data into smaller blocks and then stripes the blocks of data to each RAID 6 disk set. RAID 6 breaks
up data into smaller blocks, calculates parity by performing an exclusive-or on the blocks, and then writes the blocks
of data and parity to each drive in the drive group. The size of each block is determined by the stripe size parameter,
which is set during the creation of the RAID set.

RAID 60 can support up to 8 spans and tolerate up to 16 drive failures, though less than total drive capacity is
available. Two drive failures can be tolerated in each RAID 6 level drive group.

Table 13 RAID 60 Overview

Uses Provides a high level of data protection through the use of a second parity block in each stripe. Use RAID 60 for
data that requires a very high level of protection from loss.

In the case of a failure of one drive or two drives in a RAID set in a virtual drive, the RAID controller uses the
parity blocks to re-create all of the missing information. If two drives in a RAID 6 setin a RAID 60 virtual drive
fail, two drive rebuilds are required, one for each drive. These rebuilds can occur at the same time.

Use for office automation and online customer service that requires fault tolerance. Use for any application
that has high read request rates but low write request rates.

Strong points Provides data redundancy, high read rates, and good performance in most environments. Each RAID 6 set can
survive the loss of two drives or the loss of a drive while another drive is being rebuilt. Provides the highest level
of protection against drive failures of all of the RAID levels. Read performance is similar to that of RAID 50,
though random reads in RAID 60 might be slightly faster because data is spread across at least one more disk in
each RAID 6 set.

Weak points Not well suited to tasks requiring lot of writes. A RAID 60 virtual drive has to generate two sets of parity data for
each write operation, which results in a significant decrease in performance during writes. Drive performance is
reduced during a drive rebuild. Environments with few processes do not perform as well because the RAID
overhead is not offset by the performance gains in handling simultaneous processes. RAID 6 costs more
because of the extra capacity required by using two parity blocks per stripe.

Drives A minimum of 6.

The following figure shows a RAID 60 data layout. The second set of parity drives is denoted by Q. The Pdrives follow the
RAID 5 parity scheme.

Figure 12 RAID 60 Level Virtual Drive
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1.3

1.3.1

RAID Configuration Strategies

The following factors in RAID drive group configuration are most important:

= Virtual drive availability (fault tolerance)
= Virtual drive performance
= Virtual drive capacity

You cannot configure a virtual drive that optimizes all three factors, but it is easy to choose a virtual drive
configuration that maximizes one factor at the expense of another factor. For example, RAID 1 (mirroring) provides
excellent fault tolerance, but requires a redundant drive.

The following subsections describe how to use the RAID levels to maximize virtual drive availability (fault tolerance),
virtual drive performance, and virtual drive capacity.

Maximizing Fault Tolerance

Fault tolerance is achieved through the ability to perform automatic and transparent rebuilds using hot spare drives
and hot swaps. A hot spare drive is an unused online available drive that the RAID controller instantly plugs into the
systemwhen an active drive fails. After the hot spare is automatically moved into the RAID drive group, the failed drive is
automatically rebuilt on the spare drive. The RAID drive group continues to handle requests while the rebuild occurs.

A hot swap is the manual substitution of a replacement unit in a disk subsystem for a defective one, where the
substitution can be performed while the subsystem is running hot swap drives. Auto-Rebuild in the WebBIOS
Configuration Utility allows a failed drive to be replaced and automatically rebuilt by “hot-swapping” the drive in the
same drive bay. The RAID drive group continues to handle requests while the rebuild occurs, providing a high degree
of fault tolerance and zero downtime.

Table 14 RAID Levels and Fault Tolerance

RAID
Level

Fault Tolerance

0

Does not provide fault tolerance. All data is lost if any drive fails. Disk striping writes data across multiple drives instead of just one drive.
It involves partitioning each drive storage space into stripes that can vary in size. RAID 0O is ideal for applications that require high
performance but do not require fault tolerance.

Provides complete data redundancy. If one drive fails, the contents of the other drive in the drive group can be used to run the system
and reconstruct the failed drive.

The primary advantage of disk mirroring is that it provides 100 percent data redundancy. Because the contents of the drive are
completely written to a second drive, no data is lost if one of the drives fails. Both drives contain the same data at all times. RAID 1 is
ideal for any application that requires fault tolerance and minimal capacity.

Combines distributed parity with disk striping. Parity provides redundancy for one drive failure without duplicating the contents of
entire drives. If a drive fails, the RAID controller uses the parity data to reconstruct all missing information. In RAID 5, this method is
applied to entire drives or stripes across all drives in a drive group. Using distributed parity, RAID 5 offers fault tolerance with limited
overhead.

Combines distributed parity with disk striping. RAID 6 can sustain two drive failures and still maintain data integrity. Parity provides
redundancy for two drive failures without duplicating the contents of entire drives. If a drive fails, the RAID controller uses the parity data to
reconstruct all missing information. In RAID 6, this method is applied to entire drives or stripes across all of the drives in a drive group.
Using distributed parity, RAID 6 offers fault tolerance with limited overhead.

00

Does not provide fault tolerance. All data in a virtual drive is lost if any drive in that virtual drive fails. Disk striping writes data across multiple
drives instead of just one drive. It involves partitioning each drive storage space into stripes that can vary in size. RAID 00 is ideal for
applications that require high bandwidth but do not require fault tolerance.
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RAID Fault Tolerance
Level

10 Provides complete data redundancy using striping across spanned RAID 1 drive groups. RAID 10 works well for any environment that
requires the 100 percent redundancy offered by mirrored drive groups. RAID 10 can sustain a drive failure in each mirrored drive group
and maintain data integrity.

50 Provides data redundancy using distributed parity across spanned RAID 5 drive groups. RAID 50 includes both parity and disk striping
across multiple drives. If a drive fails, the RAID controller uses the parity data to re-create all missing information. RAID 50 can sustain
one drive failure per RAID 5 drive group and still maintain data integrity.

60 Provides data redundancy using distributed parity across spanned RAID 6 drive groups. RAID 60 can sustain two drive failures per RAID
6 drive group and still maintain data integrity. It provides the highest level of protection against drive failures of all of the RAID levels.
RAID 60 includes both parity and disk striping across multiple drives. If a drive fails, the RAID controller uses the parity data to re-create
all missing information.

1.3.2 Maximizing Performance

A RAID disk subsystem improves I/O performance. The RAID drive group appears to the host computer as a single
storage unit or as multiple virtual units. I/O is faster because drives can be accessed simultaneously. The following
table describes the performance for each RAID level.

Table 15 RAID Levels and Performance

RAID
Level

Performance

0

RAID 0 (striping) offers excellent performance. RAID 0 breaks up data into smaller blocks and then writes a block to each drive in the
drive group. Disk striping writes data across multiple drives instead of just one drive. It involves partitioning each drive storage space
into stripes that can vary in size from 8 KB to 1024 KB. These stripes are interleaved in arepeated sequential manner. Disk striping
enhances performance because multiple drives are accessed simultaneously.

With RAID 1 (mirroring), each drive in the system must be duplicated, which requires more time and resources than striping.
Performance is impaired during drive rebuilds.

RAID 5 provides high data throughput, especially for large files. Use this RAID level for any application that requires high read request
rates, but low write request rates, such as transaction processing applications, because each drive can read and write independently.
Because each drive contains both data and parity, numerous writes can take place concurrently. In addition, robust caching algorithms
and hardware-based exclusive-or assist make RAID 5 performance exceptional in many different environments.

Parity generation can slow the write process, making write performance significantly lower for RAID 5 than for RAID 0 or RAID 1. Drive
performance is reduced when adrive is being rebuilt. Clustering can also reduce drive performance. Environments with few processes do
not perform as well because the RAID overhead is not offset by the performance gains in handling simultaneous processes.

RAID 6 works best when used with data that requires high reliability, high request rates, and high data transfer. It provides high data
throughput, data redundancy, and very good performance. However, RAID 6 is not well suited to tasks requiring a lot of writes. ARAID
6 virtual drive has to generate two sets of parity data for each write operation, which results in a significant decrease in performance
during writes. Drive performance is reduced during a drive rebuild. Environments with few processes do not perform as well because
the RAID overhead is not offset by the performance gains in handling simultaneous processes.

00

RAID 00 (striping in a spanned drive group) offers excellent performance. RAID 00 breaks up data into smaller blocks and then writes a
block to each drive in the drive groups. Disk striping writes data across multiple drives instead of just one drive. Striping involves
partitioning each drive storage space into stripes that can vary in size from 8 KB to 1024 KB. These stripes are interleaved in a repeated
sequential manner. Disk striping enhances performance because multiple drives are accessed simultaneously.

10

RAID 10 works best for data storage that need the enhanced 1/0 performance of RAID O (striped drive groups), which provides high data
transfer rates. Spanning increases the capacity of the virtual drive and improves performance by doubling the number of spindles. The

system performance improves as the number of spans increases. (The maximum number of spans is 8.) As the storage space in the spans
is filled, the system stripes data over fewer and fewer spans, and RAID performance degrades to that of a RAID 1 or RAID 5 drive group.
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RAID
Level

Performance

50

RAID 50 works best when used with data that requires high reliability, high request rates, and high data transfer. It provides high data throughput,
data redundancy, and very good performance. Spanning increases the capacity of the virtual drive and improves performance by doubling the
number of spindles. The system performance improves as the number of spans increases. (The maximum number of spans is 8.) As the storage
space in the spans is filled, the system stripes data over fewer and fewer spans and RAID performance degrades to that of a RAID 1 or RAID 5 drive
group.

60

RAID 60 works best when used with data that requires high reliability, high request rates, and high data transfer. It provides high data throughput,
data redundancy, and very good performance. Spanning increases the capacity of the virtual drive and improves performance by doubling the
number of spindles. The system performance improves as the number of spans increases. (The maximum number of spans is 8.) As the storage
space in the spans is filled, the system stripes data over fewer and fewer spans, and RAID performance degrades to that of a RAID 1 or RAID 6
drive group.

RAID 60 is not well suited to tasks requiring a lot of writes. A RAID 60 virtual drive has to generate two sets of parity data for each write operation,
which results in a significant decrease in performance during writes. Drive performance is reduced during a drive rebuild. Environments with few
processes do not perform as well because the RAID overhead is not offset by the performance gains in handling simultaneous processes.

1.3.3

Maximizing Storage Capacity

Storage capacity is an important factor when selecting a RAID level. There are several variables to consider. Striping
alone (RAID 0) requires less storage space than mirrored data (RAID 1) or distributed parity (RAID 5 or RAID 6). RAID 5,
which provides redundancy for one drive failure without duplicating the contents of entire drives, requires less space
than RAID 1. The following table explains the effects of the RAID levels on storage capacity.

Table 16 RAID Levels and Capacity

RAID
Level

Capacity

0

RAID 0 (striping) involves partitioning each drive storage space into stripes that can vary in size. The combined storage space is
composed of stripes from each drive.

RAID 0 provides maximum storage capacity for a given set of drives. The usable capacity of a RAID 0 array is equal to the number of
drives in the array into the capacity of the smallest drive in the array.

With RAID 1 (mirroring), data written to one drive is simultaneously written to another drive, which doubles the required data storage
capacity. This situation is expensive because each drive in the system must be duplicated. The usable capacity of a RAID 1 array is equal to
the capacity of the smaller of the two drives in the array.

RAID 5 provides redundancy for one drive failure without duplicating the contents of entire drives. RAID 5 breaks up data into smaller
blocks, calculates parity by performing an exclusive-or on the blocks and then writes the blocks of data and parity to each drive in the
drive group. The size of each block is determined by the stripe size parameter, which is set during the creation of the RAID set. The usable
capacity of a RAID 5 array is equal to the number of drives in the array, minus one, into the capacity of the smallest drive in the array.

RAID 6 provides redundancy for two drive failures without duplicating the contents of entire drives. However, it requires extra capacity
because it uses two parity blocks per stripe. This makes RAID 60 more expensive to implement. The usable capacity of a RAID 6 array is
equal to the number of drives in the array, minus two, into the capacity of the smallest drive in the array.

00

RAID 00 (striping in a spanned drive group) involves partitioning each drive storage space into stripes that can vary in size. The combined
storage space is composed of stripes from each drive. RAID 00 provides maximum storage capacity for a given set of drives.

10

RAID 10 requires twice as many drives as all other RAID levels except RAID 1.

RAID 10 works well for medium-sized databases or any environment that requires a higher degree of fault tolerance and
moderate-to-medium capacity. Disk spanning allows multiple drives to function like one large drive. Spanning overcomes lack of disk
space and simplifies storage management by combining existing resources or adding relatively inexpensive resources.

50

RAID 50 requires two to four times as many parity drives as RAID 5. This RAID level works best when used with data that requires
medium to large capacity.

60

RAID 60 provides redundancy for two drive failures in each RAID set without duplicating the contents of entire drives. However, it
requires extra capacity because a RAID 60 virtual drive has to generate two sets of parity data for each write operation. This situation
makes RAID 60 more expensive to implement.
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RAID Availability

RAID Availability Concept

Data availability without downtime is essential for many types of data processing and storage systems. Businesses
want to avoid the financial costs and customer frustration associated with failed servers. RAID helps you maintain data
availability and avoid downtime for the servers that provide that data. RAID offers several features, such as spare drives
and rebuilds, that you can use to fix any drive problems, while keeping the servers running and data available. The
following subsections describe these features.

Spare Drives

You can use spare drives to replace failed or defective drives in a drive group. Areplacement drive must be atleast as
large asthe drive it replaces. Spare drives include hot swaps, hot spares, and cold swaps.

A hot swap is the manual substitution of a replacement unit in a disk subsystem for a defective one, where the
substitution can be performed while the subsystem is running (performing its normal functions). The backplane and
enclosure must support hot swap for the functionality to work.

Hot spare drives are drives that power up along with the RAID drives and operate in a Standby state. If a drive used in a
RAID virtual drive fails, a hot spare automatically takes its place, and the data on the failed drive is rebuilt on the hot spare.
Hot spares can be used for RAID levels 1, 5, 6, 10, 50, and 60.

NOTE If a rebuild to a hot spare fails for any reason, the hot spare drive will be
marked as “failed.” If the source drive fails, both the source drive and
the hot spare drive will be marked as “failed”

Acold swap requires that you power down the system before replacing a defective drive in a disk subsystem.

Rebuilding

If a drive fails in a drive group that is configured as a RAID 1, 5, 6, 10, 50, or 60 virtual drive, you can recover the lost data
by rebuilding the drive. If you have configured hot spares, the RAID controller automatically tries to use them to rebuild
failed drives. Manual rebuild is necessary if hot spares with enough capacity to rebuild the failed drives are not available.
You must insert a drive with enough storage into the subsystem before rebuilding the failed drive.

Configuration Planning

Factors to consider when planning a configuration are the number of drives the RAID controller can support, the
purpose of the drive group, and the availability of spare drives.

Each type of data stored in the disk subsystem has a different frequency of read and write activity. If you know the data
access requirements, you can more successfully determine a strategy for optimizing the disk subsystem capacity,
availability, and performance.

Servers that support video-on-demand typically read the data often, but write data infrequently. Both the read and
write operations tend to be long. Data stored on a general-purpose file server involves relatively short read and write
operations with relatively small files.
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Number of Drives

Your configuration planning for the SAS RAID controller depends in part on the number of drives that you wantto use
in a RAID drive group.

The number of drives in a drive group determines the RAID levels that can be supported. Only one RAID level can be
assigned to each virtual drive.

Drive Group Purpose

Important factors to consider when creating RAID drive groups include availability, performance, and capacity. Define
the major purpose of the drive group by answering questions related to these factors, such as the following, which are
followed by suggested RAID levels for each situation:

= Will this drive group increase the system storage capacity for general-purpose file and print servers? Use RAID 5, 6,
10, 50, or 60.

m  Doesthis drive group support any software system that must be available 24 hours per day? Use RAID 1, 5, 6, 10,
50, or 60.

m Wil the information stored in this drive group contain large audio or video files that must be available on
demand? Use RAID 0 or 00.

»  Willthis drive group contain data from an imaging system? Use RAID 0, 00, or 10.

Fill out the following table to help you plan the drive group configuration. Rank the requirements for your drive group,
such as storage space and data redundancy, in order of importance, and then review the suggested RAID levels.

Table 17 Factors to Consider for Drive Group Configuration

Requirement Rank Suggested RAID Levels
Storage space RAID 0, RAID 5, RAID 00
Data redundancy RAID 5, RAID 6, RAID 10, RAID 50, RAID 60
Drive performance and throughput RAID 0, RAID 00, RAID 10
Hot spares (extra drives required) RAID 1, RAID 5, RAID 6, RAID 10, RAID 50, RAID 60
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Chapter 2 WebBIOS Configuration Utility

2.1

2.2

This chapter describes the WebBIOS configuration utility (CU), which enables you to create and manage RAID

configurations on LSI SAS controllers.

Overview

The WebBIOS configuration utility, unlike the MegaRAID Storage Manager software, resides in the SAS controller BIOS

and operates independently of the operating system.

You can use the WebBIOS configuration utility to perform the following tasks:

Create drive groups and virtual drives for storage configurations.

Display controller, drive, virtual drive, and battery backup unit (BBU) properties, and change parameters.
Delete virtual drives.

Migrate a storage configuration to a different RAID level.

Detect configuration mismatches.

Importa foreign configuration.

Scan devices connected to the controller.

Initialize virtual drives.

Check configurations for data consistency.

Create a CacheCade configuration.

The WebBIOS configuration utility provides a configuration wizard to guide you through the configuration of virtual

drives and drive groups.

Starting the WebBIOS Configuration Utility

To start the WebBIOS configuration utility, perform the following steps:

1.

When the host computer is booting, press and hold down the Ctrl key and press the H key when the following
text appears on the dialog:

Copyright® LSI Corporation Press <Ctrl><H> for WebBIOS

The Controller Selection dialog appears.

Click Start to continue.

The main WebBIOS Configuration Utility dialog appears.
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WebBIOS Configuration Utility Main Dialog Options

Figure 13 WebBIOS Configuration Utility Main Dialog
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In the right frame, the dialog shows the virtual drives configured on the controller, and the drives that are connected
to the controller. In addition, the dialog identifies drives that are foreign or missing.

NOTE In the list of virtual drives, the drive nodes are sorted based on the
orderinwhich you added the drives to the drive group, rather than the
physical slot order that displays in the physical trees. The minimum
dialog resolution for WebBIOS is 640 x 480.
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To toggle between the Physical view and the Logical view of the storage devices connected to the controller, click

Physical View or Logical View in the menu in the left frame. When the Logical View dialog appears, it shows the drive

groups that are configured on this controller.

NOTE Unconfigured Bad drives are only displayed in the Physical View.

For drives in an enclosure, the dialog shows the following drive information:

Enclosure

Slot

Interface type (such as SAS or SATA)

Drive type (HDD or SSD)

Drive size

Drive status (such as Online or Unconfigured Good)

The toolbar at the top of the WebBIOS configuration utility has the following buttons, as listed in the following table.

Table 18 WebBIOS Configuration Utililty Toolbar Icons

Icon Description

Click this icon to return to the main dialog from any other WebBIOS
configuration utility dialog.

Click this icon to return to the previous dialog that you were viewing.

Click this icon to exit the WebBIOS configuration utility wizard.

Click this icon to turn off the sound on the onboard controller alarm.

azr

Click thisicon to display information about the WebBIOS configuration utility
version, bus number, and device number.

The following is a description of the options listed on the left frame of the WebBIOS configuration utility main dialog

(the hotkey shortcut for each option is shown in parentheses next to the option name):

Advanced Software Options (Alt+a) (Not Supported): Select this option to enable the advanced features in

the controller.

Controller Selection (Alt+c): Select this option to view the Controller Selection dialog, where you can selecta
different SAS controller. You can also view information about the controller and the devices connected to it, or
create a new configuration on the controller.
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Controller Properties (Alt+p): Select this option to view the properties of the currently selected SAS controller.
For more information, see Viewing Controller Properties.

Scan Devices (Alt+s): Select this option to have the WebBIOS configuration utility re-scan the physical and virtual
drives for any changes in the drive status or the physical configuration. The WebBIOS configuration utility displays
the results of the scan in the physical and virtual drive descriptions.

Virtual Drives (Alt+v): Select this option to view the Virtual Drives dialog, where you can change and view
virtual drive properties, delete virtual drives, initialize drives, and perform other tasks. For more information, see
Viewing Virtual Drive Properties, Policies, and Operations.

Drives (Alt+d): Select this option to view the Drives dialog, where you can view drive properties, create hot
spares, and perform other tasks. For more information, see Viewing Drive Properties.

Configuration Wizard (Alt+o): Select this option to start the Configuration Wizard and create a new storage
configuration, clear a configuration, or add a configuration. For more information, see Creating a Storage
Configuration.

Logical View/Physical View (Alt+| for the Logical view; Alt+h for the Physical view): Select this option to toggle
between the Physical View dialog and the Logical View dialog.

Events (Alt+e): Select this option to view system events in the Event Information dialog. For more information,
see Viewing System Event Information.

Exit (Alt+x): Select this option to exit the WebBIOS configuration utility and continue with system boot.
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Creating a Storage Configuration

This section explains how to use the WebBIOS configuration utility Configuration wizard to configure RAID drive
groups and virtual drives to create storage configurations.

Follow these steps to start the Configuration wizard, and select a configuration option and mode:

1. Click Configuration Wizard on the WebBIOS main dialog.

Figure 14 WebBIOS Configuration Wizard Dialog

HegaRAID BID ig Utility Configuration Hizard

2. Select a configuration option.

ATTENTION If you choose the first or second option, all existing data in the

configuration will be deleted. Make a backup copy of any data that you
want to keep before you choose an option.

—  Clear Configuration: Clears the existing configuration.

— New Configuration: Clears the existing configuration and lets you create a new configuration.

—  Add Configuration: Retains the existing storage configuration and adds new drives to it (this option does

not cause any data loss).
3. Click Next.
Adialog box warns that you will lose data if you select Clear Configuration or New Configuration.

31



(: GeoUision:

4. Click Next.
The WebBIOS Configuration Method dialog appears.

Figure 15 WebBIOS Configuration Method Wizard

MegaRAID ] Config Utility Configuration Hizard

5. Select a configuration mode:
— Manual Configuration: Allows you to control all attributes of the new storage configuration asyou
create drive groups and virtual drives, and set their parameters.
—  Automatic Configuration: Automatically creates an optimal RAID configuration.

If you select Automatic Configuration, you can choose whether to create a redundant RAID drive group ora
non-redundant RAID 0 drive group. Select one of the following options in the Redundancy drop-down list:
—  Redundancy when possible
—  Noredundancy
If you select Automatic Configuration, you can choose whether to use a drive security method. Select one of the
following options in the Drive Security Method drop-down list:
—  NoEncryption
—  Full Disk Encryption
6. Click Next to continue.

If you select the Automatic Configuration radio button, continue with Using Automatic Configuration. If you select
Manual Configuration, continue with Using Manual Configuration.
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Using Automatic Configuration

Follow these instructions to create a configuration with automatic configuration, either with or without redundancy:

1. When WebBIOS displays the proposed new configuration, review the information on the dialog, and click Accept

to accept it. (Or click Back to go back and change the configuration.)

RAID 0: If you select Automatic Configuration and No Redundancy, WebBIOS creates a RAID O
configuration.

RAID 1: If you select Automatic Configuration and Redundancy when possible, and only two drives are
available, WebBIOS creates a RAID 1 configuration.

RAID 5: If you select Automatic Configuration and Redundancy when possible, and three or more drives
are available, WebBIOS creates a RAID 5 configuration.

RAID 6: If you select Automatic Configuration and Redundancy when possible, and the RAID 6 option is
enabled, and three or more drives are available, WebBIOS creates a RAID 6 configuration.

2. Click Yes when you are prompted to save the configuration.

3. Click Yes when you are prompted to initialize the new virtual drives.

WebBIOS configuration utility begins a background initialization of the virtual drives.

New RAID 5 virtual drives and new RAID 6 virtual drives require a minimum number of drives for a background

initialization to start. If there are fewer drives, the background initialization will not start. The following number of

drives is required:

New RAID 5 virtual drives must have at least five drives for a background initialization to start.
New RAID 6 virtual drives must have at least seven drives for a background initialization to start.

Using Manual Configuration

This section contains the procedures for creating RAID drive groups for RAID levels 0, 1, 5, 6, 00, 10, 50, and 60.

The following procedures include setting virtual drive options. These options are explained in the following Section,

Virtual Drive Options, which appears before the manual configuration procedures.

Virtual Drive Options

This section explains the virtual drive options that are set using the manual procedures for creating RAID drive groups
for RAID levels 0,1, 5, 6, 00, 10, 50, and 60.

= RAID Level: The drop-down list shows the possible RAID levels for the virtual drive.

RAID 0: Select this option for RAID 0.
RAID 1: Select this option for RAID 1.
RAID 5: Select this option for RAID 5.
RAID 6: Select this option for RAID 6.
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— RAID 00: Select this option for RAID 00.
—  RAID 10: Select this option for RAID 10.
—  RAID 50: Select this option for RAID 50.
— RAID 60: Select this option for RAID 60.

Strip Size: The strip size is the portion of a stripe that resides on a single drive in the drive group. The stripe
consists of the data segments that the RAID controller writes across multiple drives, not including parity drives.
For example, consider a stripe that contains 64 KB of drive space and has 16 KB of data residing on each drive in the
stripe. In this case, the stripe size is 64 KB, and the strip size is 16 KB. You can set the strip size to 8 KB, 16 KB,
32KB, 64 KB, 128 KB, 256 KB, 512 KB, and 1024 KB. A larger strip size produces higher read performance. If your
computer regularly performs random read requests, choose a smaller strip size. The default is 64 KB.

NOTE WebBIOS does not allow you to select 8 KB as the strip size when you
create a RAID 6 drive group with three drives or a RAID 60 drive group
with six drives.

Access Policy: Select the type of data access that is allowed for this virtual drive.
—  RW: Allow read/write access. This is the default.

—  Read Only: Allow read-only access.

- Blocked: Do not allow access.

Read Policy: Specify the read policy for this virtual drive.

— No Read Ahead: This option disables the read ahead capability. This option is the default.

—  Always Read Ahead: This option enables read ahead capability, which allows the controller to read
sequentially ahead of requested data and to store the additional data in cache memory, anticipating that the
data will be needed soon. This option speeds up reads for sequential data, but there is little improvement
when accessing random data.

Write Policy: Specify the write policy for this virtual drive.

—  Always Write Back: In Write back mode, the controller sends a data transfer completion signal to the host
when the controller cache has received all of the data in a transaction. This setting is recommended in
Standard mode.

—  Write Through: In Write through mode, the controller sends a data transfer completion signal to the host
when the drive subsystem has received all of the data in a transaction. This option is the default setting.

—  Write Back with BBU: Select this mode if you want the controller to use Write back mode but the controller
has no BBU or the BBU is bad. If you do not choose this option, the controller firmware automatically switches to
Write through mode if it detects a bad or missing BBU.
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NOTE Write back mode can be used with or without a BBU. Use either a
battery to protect the controller cache, or an uninterruptible power
supply (UPS) to protect the entire system. If you do not use a battery
ora UPS, and a power failure occurs, you risk losing the data in the
controller cache.

10 Policy: The 10 policy applies to reads on a specific virtual drive. It does not affect the read ahead cache.

— Direct:In Direct /O mode, reads are not buffered in cache memory. Data is transferred to the cache and the
host concurrently. If the same data block is read again, it comes from cache memory. This option is the default
setting.

- Cached: In Cached 1/0 mode, all reads are buffered in cache memory.

Drive Cache: Specify the drive cache policy.

—  Enable: Enable the drive cache.

— Disable: Disable the drive cache. This option is the default setting.
- Unchanged: Leave the current drive cache policy as is.

Disable BGI: Specify the Background Initialization (BGI) status.

— No: Leave background initialization enabled, which means that a new configuration can be initialized in the
background while you use WebBIOS to perform other configuration tasks. This option is the default setting.

— Yes: Select Yes if you do not want to allow background initialization for configurations on this controller.

NOTE New RAID 5 virtual drives require at least five drives for a background
initialization to start. New RAID 6 virtual drives require at least seven
drives for a background initialization to start.

Select Size: Specify the size of the virtual drive in MB, GB, or TB. Usually, this is the full size for RAID 0, RAID1, RAID
5, RAID 6, RAID 00, RAID 10, RAID 50, or RAID 60 shown in the Configuration panel on the right. You can specify a
smaller size if you want to create other virtual drives on the same drive group.

Update Size: Click Update Size to update the Select size value for the selected RAID levels.

Provide Shared Access: Select this option if you want the virtual drive to be shared between the serversin a
cluster. By default, drives are shared. This option appears only if the controller supports High Availability DAS.
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24.2.2 Using Manual Configuration: RAID 0

RAID 0 provides drive striping across all drives in the RAID drive group. RAID 0 does not provide any data redundancy
but does offer excellent performance. RAID 0 is ideal for applications that require high bandwidth but do not require
fault tolerance. RAID 0 also denotes an independent or single drive.

NOTE RAID level 0 is not fault-tolerant. If a drive in a RAID 0 drive group fails,
the whole virtual drive (all drives associated with the virtual drive) fails.

When you select Manual Configuration and click Next, the Drive Group Definition dialog appears. Use this dialog

to select drives to create drive groups.

1. Pressand hold the Ctrl key while selecting two or more unconfigured good drives in the Drives panel on the left
until you have selected all desired drives for the drive group.

2. Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right, as shown in the following figure.
If you need to undo the changes, select the drive and click Reclaim.

3. Choose whether to use drive encryption.

Figure 16 Drive Group Definition Dialog

PiiegaRAID BIOS Config Utility Config Wizard - Drive Group Definition

Drives

"“. 2 5E U i )] --

v nil 4 ;
i Slot: 1, SAS, HDD, 278.875 GB, O ; Enclosure: MD1200{20), Slot:1, SAS,
Slot: 2, SAS, HDD, 278.875 GB, O i Enclosure: MD120020), Slot:z, SAS,
. Slot: 3, SAS, HDD, 278.875GE, O ; Enclosure: HD1200(20), Sloti3, SAS,
i Slot: 4, SAS, HDD, 278.875GB, U
i Slot: 5, 5AS, HDD, 278.875GB, U

4. Atfter you finish selecting drives for the drive group, click Accept DG.
5. Click Next.

The Span Definition dialog appears. This dialog shows the drive group holes that you can select to add to a span.
6. Under the Array With Free Space frame, select a drive group, and click Add to SPAN.

The drive group you select appears in the right frame under Span.
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7. Click Next.
The Virtual Drive Definition dialog appears, as shown in the following figure. This dialog lists the possible RAID
levels for the drive group.

8. Usethis dialog to select the RAID level, strip size, read policy, and other attributes for the new virtual drives.

Figure 17 Virtual Drive Definition
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9. Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE For specific information about virtual drive options, see Virtual Drive
Options. The Provide Shared Access check box appears only if the
controller supports High Availability DAS.

10. Click Accept to accept the changes to the virtual drive definition.

Aconfirmation dialog appears.
11. To confirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.
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12.  Click Next after you finish defining the virtual drives.
The Configuration Preview dialog appears, as shown in the following figure.

Figure 18 RAID 0 Configuration Preview Dialog
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13. Check the information in the Configuration Preview dialog.

14. If the virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Back to
return to the previous dialogs and change the configuration.

15. Ifyou accept the configuration, click Yes at the prompt to save the configuration.
Another confirmation for initialization appears.

16. Click No to view the WebBIOS main menu. Otherwise, click Yes and the initialization process takes place, and the
WebBIOS Config Utility Virtual Drive dialog appears.

38



2423

n WebBIOS Configuration Utility

Using Manual Configuration: RAID 1

In RAID 1, the RAID controller duplicates all data from one drive to a second drive. RAID 1 provides complete data

redundancy, but at the cost of doubling the required data storage capacity. It is appropriate for small databases or any

other environment that requires fault tolerance but small capacity.

When you select Manual Configuration and click Next, the Drive Group Definition dialog appears. Use this dialog

to select drives to create drive groups.

1.

Press and hold the Ctrl key while you select at least two unconfigured good drives in the Drives panel on the left.
You must select an even number of drives.

Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right, as shown in the following figure.

If you need to undo the changes, select the drive and click Reclaim.

Choose whether to use drive encryption.

NOTE ARAID 1 virtual drive can contain up to 16 drive groups and 32 drives in
a single span. (Other factors, such as the type of controller, can limit the
number of drives.) You must use two drives in each RAID 1 drive group
in the span.

After you finish selecting drives for the drive group, click Accept DG.

Click Next.

The Span Definition dialog appears. This dialog shows the drive group holes that you can select to add to a span.
You use this dialog to select the RAID level, strip size, read policy, and other attributes for the new virtual drives.
Under the Array With Free Space frame, select a drive group, and click Add to SPAN

The drive group you select appears in the right frame under Span.

Click Next. The Virtual Drive Definition dialog appears.

Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE For specific information about virtual drive options, see Virtual Drive
Options.

Click Accept to accept the changes to the virtual drive definition.
Aconfirmation dialog appears.

10. To confirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.
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11.  Click Next after you finish defining the virtual drives.
The Configuration Preview dialog appears, as shown in the following figure.

Figure 19 RAID 1 Configuration Preview Dialog
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12. Check the information in the Configuration Preview dialog.

13. Ifthe virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Back to
return to the previous dialogs and change the configuration.

14. If you accept the configuration, click Yes at the prompt to save the configuration.
Another confirmation for initialization appears.

15. Click No to view the WebBIOS main menu. Otherwise, click Yes and the initialization process takes place, and the
WebBIOS Config Utility Virtual Drive dialog appears.
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Using Manual Configuration: RAID 5

RAID 5 uses drive striping at the block level and parity. In RAID 5, the parity information is written to all drives. Itis best
suited for networks that perform a lot of small input/output (I/0) transactions simultaneously. RAID 5 provides data
redundancy, high read rates, and good performance in most environments. It also provides redundancy with lowest
loss of capacity.

RAID 5 provides high data throughput. RAID 5 is useful fortransaction processing applications because each drive can
read and write independently. If a drive fails, the RAID controller uses the parity drive to re-create all missing
information. You can use RAID 5 for office automation and online customer service that require fault tolerance.

In addition, RAID 5 is good for any application that has high read request rates but low write request rates.

When you select Manual Configuration and click Next, the Drive Group Definition dialog appears. You use this
dialog to select drives to create drive groups.

1. Pressand hold the Ctrl key while you select at least three unconfigured good drives in the Drives panel on the
left.
2. Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right, as shown in the following figure.
If you need to undo the changes, select the drive and click Reclaim.
3. Choose whether to use drive encryption.
4. After you finish selecting drives for the drive group, click Accept DG.
5. Click Next
The Span Definition dialog appears. This dialog shows the drive group holes that you can select to add to a span.
6. Under the Array With Free Space frame, select a drive group, and click Add to SPAN.
The drive group you select appears in the right frame under Span.
7. Click Next.
The Virtual Drive Definition dialog appears.
8. Usethis dialog to select the RAID level, strip size, read policy, and other attributes for the new virtual drives.
9. Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE For specific information about virtual drive options, see Virtual Drive
Options.

10. Click Accept to accept the changes to the virtual drive definition.

Aconfirmation dialog appears.
11. To confirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.
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12.  Click Next after you finish defining the virtual drives.
The Configuration Preview dialog appears, as shown in the following figure.

Figure 20 RAID 5 Configuration Preview Dialog
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13. Check the information in the Configuration Preview dialog.

14. If the virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Cancel to
end the operation dialogs and return to the WebBIOS main menu, or click Back to return to the previous dialogs
and change the configuration.

15. Ifyou accept the configuration, click Yes at the prompt to save the configuration.

Another confirmation for initialization appears.

16. Click No to view the WebBIOS main menu. Otherwise, click Yes and the initialization process takes place, and the

WebBIOS Config Utility Virtual Drive dialog appears.
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Using Manual Configuration: RAID 6

RAID 6 is similar to RAID 5 (drive striping and distributed parity), except that instead of one parity block per stripe,
there are two. With two independent parity blocks, RAID 6 can survive the loss of any two drives in a virtual drive
without losing data. Use RAID 6 for data that requires a very high level of protection from loss.

RAID 6 is best suited for networks that perform alot of small input/output (I/0) transactions simultaneously. It
provides data redundancy, high read rates, and good performance in most environments.

In the case of afailure of one drive or two drives in a virtual drive, the RAID controller uses the parity blocks to recreate
all of the missing information. If two drives in a RAID 6 virtual  drive fail, two drive rebuilds are required, one for each
drive. These rebuilds do not occur at the same time. The controller rebuilds one failed drive, and then the other failed
drive.

NOTE Integrated MegaRAID displays new drives as Just a Bunch of Disks
(JBOD). For MegaRAID, unless the inserted drive contains valid DDF
metadata, new drives display as JBOD. Rebuilds start only on
Unconfigured Good drives, so you have to change the new drive state
from JBOD to Unconfigured Good to start a rebuild.

When you select Manual Configuration, and click Next, the Drive Group Definition dialog appears. You use this
dialog to select drives to create drive groups.

1. Pressand hold the Ctrl key while you select at least three unconfigured good drives in the Drives panel on the
left.

2. Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right, as shown in the following figure. If you need to undo the changes, select the drive and click Reclaim.

3. Choose whether to use drive encryption.
The drop-down list in the Encryption field lists the options.

4. After you finish selecting drives for the drive group, click Accept DG for each drive.

5. Click Next. The Span Definition dialog appears. This dialog shows the drive group holes that you can select to add to
aspan.

6. Under the Array With Free Space frame, select a drive group, and click Add to SPAN.
The drive group you select appears in the right frame under Span.
Click Next. The Virtual Drive Definition dialog appears.

8. Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE For specific information about virtual drive options, see Virtual Drive
Options.
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9. Click Accept to accept the changes to the virtual drive definition. A confirmation dialog appears.

10. To confirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.

11.  Click Next after you finish defining the virtual drives. The Configuration Preview dialog appears, as shown in the
following figure.

Figure 21 RAID 6 Configuration Preview Dialog
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12. Check the information in the Configuration Preview dialog.

13. Ifthe virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Back to
return to the previous dialogs and change the configuration.

14. If you accept the configuration, click Yes at the prompt to save the configuration.
Another confirmation for initialization appears.

15.  Click No to view the WebBIOS main menu. Otherwise, click Yes and the initialization process takes place, and the
WebBIOS Config Utility Virtual Drive dialog appears.

Using Manual Configuration: RAID 00

ARAID 00 drive group is a spanned drive group that creates a striped set from a series of RAID 0 drive groups. It breaks up
data into smaller blocks and then stripes the blocks of data to RAID 00 drive groups. The size of each block is
determined by the stripe size parameter, which is 64 KB.

RAID 00 does not provide any data redundancy but does offer excellent performance. RAID 00 is ideal for applications
that require high bandwidth but do not require fault tolerance.

When you select Manual Configuration and click Next, the Drive Group Definition dialog appears.
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You use the Drive Group Definition dialog to select drives to create drive groups.

Press and hold the Ctrl key while you select unconfigured good drives in the Drives panel on the left.

2. Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right.
If you need to undo the changes, select the drive and click Reclaim.

3. Click Accept DG to create a first drive group.
An icon for the next drive group appears in the right panel.

4. Pressand hold the Ctrl key while you select the same number of unconfigured good drives in the Drives panel
(that were selected for the first drive group) to create a second drive group.

5. Click Add To Array to move the drives to a second drive group configuration in the Drive Groups panel, as
shown in the following figure.
If you need to undo the changes, select the drive and click Reclaim.

NOTE RAID 00 supports a maximum of eight spans, with a maximum of 32
drives per span. (Other factors, such as the type of controller, can limit
the number of drives.)

6. Choose whether to use drive encryption.
7. Click Accept DG to create a second drive group.

Figure 22 Drive Group Definition Dialog
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8. Repeat step 1through step 5 until you have created all the required drive groups.
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9. Click Next.
The Span Definition dialog appears, as shown in the following figure. This dialog shows the drive group holes

that you can select to add to a span.

Figure 23 Span Definition Dialog
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10. Under the Array With Free Space frame, select a drive group, and then click Add to SPAN.
The drive group you select appears in the right frame under Span.
11.  Repeat the previous steps until you have selected all of the drive groups that you want.
12.  Click Next.
The Virtual Drive Definition dialog appears.
13. Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE For specific information about virtual drive options, see Virtual Drive
Options.

14. Click Accept to accept the changes to the virtual drive definition.

Aconfirmation dialog appears.
15. To confirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.

46



H WebBIOS Configuration Utility

16. After you finish defining the virtual drives, click Next.
The Configuration Preview dialog appears, as shown in the following figure.

Figure 24 RAID 00 Configuration Preview Dialog
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17. Check the information in the Configuration Preview dialog.

18. If the virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Cancel to
end the operation and return to the WebBIOS main menu, or click Back to return to the previous dialogs and
change the configuration.

19. If you accept the configuration, click Yes at the prompt to save the configuration.

Another confirmation for initialization appears.

20. Click No to view the WebBIOS main menu. Otherwiseg, click Yes and the initialization process takes place, and the

WebBIOS Config Utility Virtual Drive dialog appears.
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Using Manual Configuration: RAID 10

RAID 10, a combination of RAID 1 and RAID 0, has mirrored drives. It breaks up data into smaller blocks, then stripes
the blocks of data to each RAID 1 drive group. Each RAID 1 drive group then duplicates its data to its other drive. The
size of each block is determined by the stripe size parameter, whichis 64 KB. RAID 10 can sustain one drive failure in
each drive group while maintaining data integrity.

RAID 10 provides both high data transfer rates and complete data redundancy. It works best for data storage that
must have 100 percent redundancy of RAID 1 (mirrored drive groups) and that also needs the enhanced 1/0
performance of RAID 0 (striped drive groups); it works well for medium-sized databases or any environment that
requires a higher degree of fault tolerance and moderate to medium capacity.

When you select Manual Configuration and click Next, the Drive Group Definition dialog appears.

You use the Drive Group Definition dialog to select drives to create drive groups.

Press and hold the Ctrl key while selecting two unconfigured good drives in the Drives panel on the left.

2. Click Add To Array to move the drives to a proposed two-drive group configuration in the Drive Groups panel
on theright.
If you need to undo the changes, select the drive and click Reclaim.

3. Click Accept DG to create a first drive group.
An icon for the next drive group appears in the right panel.
Click the icon for the next drive group to select it.

5. Pressand hold the Ctrl key while selecting same number of unconfigured good drives in the Drives panel to
create a second RAID 1 drive group with two drives.

6. Click Add To Array to move the drives to a second drive group configuration in the Drive Groups panel, as
shown in the following figure.
If you need to undo the changes, select the drive and click Reclaim.

7. Choose whether to use drive encryption.

NOTE RAID 10 supports a maximum of eight spans, with a maximum of 32
drives per span. (Other factors, such as the type of controller, can limit
the number of drives.) You must use an even number of drives in each
RAID 10 drive group in the span.
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Figure 25 Drive Group Definition Dialog
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8. Repeat step 1through step 6 until you have created all the required drive groups.

9. Click Next. The Span Definition dialog appears, as shown in the following figure. This dialog displays the drive group
holes you can select to add to a span.

Figure 26 Span Definition Dialog
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10. Under the Array With Free Spacecolumn, select a drive and click Add to SPAN.

The drive group you select displays in the right frame under the heading Span.
11.  Select another drive group and click Add to SPAN.

If there are additional drive groups with two drives each, you can add them to the Span.
12. Click Next. The Virtual Drive Definition dialog appears.

NOTE The WebBIOS Configuration Utility shows the maximum available
capacity while creating the RAID 10 drive group. In version 1.03 of the
utility, the maximum size of the RAID 10 drive group is the sum total of
the two RAID 1 drive groups. In version 1.1, the maximum size is the
size of the smaller drive group multiplied by 2.

13. Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE For specific information about virtual drive options, see Virtual Drive
Options.

14. Click Accept to accept the changes to the virtual drive definition.A confirmation dialog appears.

15. To confirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.

16. After you finish defining the virtual drives, click Next. The Configuration Preview dialog appears, as shown in the
following figure.

Figure 27 RAID 10 Configuration Preview Dialog
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17.
18.

19.

20.

n WebBIOS Configuration Utility

Check the information in the Configuration Preview dialog.
If the virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Cancel to
end the operation and return to the WebBIOS main menu, or click Back to return to the previous dialogs and
change the configuration.
If you accept the configuration, click Yes at the prompt to save the configuration.
Another confirmation for initialization appears.

Click No to view the WebBIOS main menu. Otherwise, click Yes and the initialization process takes place, and the
WebBIOS Config Utility Virtual Drive dialog appears.

Using Manual Configuration: RAID 50

RAID 50 provides the features of both RAID 0 and RAID 5. RAID 50 uses both distributed parity and drive striping
across multiple drive groups. It provides high data throughput, data redundancy, and very good performance. It is

bestimplemented on two RAID 5 drive groups with data striped across both drive groups. Though multiple drive

failures can be tolerated, only one drive failure can be tolerated in each RAID 5 level drive group.

RAID 50 is appropriate when used with data that requires high reliability, high request rates, high data transfer, and

medium-to-large capacity.
When you select Manual Configuration and click Next, the Drive Group Definition dialog appears. You use this

dialog to select drives to create drive group.

Press and hold the Ctrl key while selecting at least three unconfigured good drives in the Drivespanel on the left.
Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right.

If you need to undo the changes, select the drive and click Reclaim.

Click Accept DG to create a first drive group.

An icon for a second drive group appears in the right panel.

Press and hold the Ctrl key while selecting the same number of unconfigured good drives in the Drives panel
(that were selected for the first drive group) to create a second drive group.

Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right, as shown in the following figure.

If you need to undo the changes, select the drive and click Reclaim.

Choose whether to use drive encryption.

Repeat step 1 though step 5 until you have created all the required drive groups.

After you finish selecting drives for the drive groups, select each drive group and click Accept DG for each drive

group.
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9. Click Next.

The Span Definition dialog appears, as shown in the following figure. This dialog displays the drive group holes
you can select to add to a span.

Figure 28 Span Definition Dialog
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10. Under the Array With Free Space column, select a drive group of three or more drives and click Add to SPAN.
The drive group you select displays in the right frame under the heading Span.
11.  Select another drive group and click Add to SPAN.

If there are additional drive groups with three drives each, you can add them to the span.
12.  Click Next.

The Virtual Drive Definition dialog appears.
13. Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE For specific information about virtual drive options, see Virtual Drive
Options.

14. Click Accept to accept the changes to the virtual drive definition.
Aconfirmation dialog appears.
15. To confirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.
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16. Click Next after you finish defining the virtual drives.
The Configuration Preview dialog appears, as shown in the following figure.

Figure 29 RAID 50 Configuration Preview Dialog
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17. Check the information in the Configuration Preview dialog.

18. If the virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Back to
return to the previous dialogs and change the configuration.

19. If you accept the configuration, click Yes at the prompt to save the configuration.
Another confirmation for initialization appears.

20. Click No to view the WebBIOS main menu. Otherwise, click Yes and the initialization process takes place, and the
WebBIOS Config Utility Virtual Drive dialog appears.
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Using Manual Configuration: RAID 60

RAID 60 provides the features of both RAID 0 and RAID 6, and includes both parity and drive striping across multiple
drive groups. RAID 6 supports two independent parity blocks per stripe. ARAID 60 virtual drive can survive the loss of two
drives in each of the RAID 6 sets without losing data. RAID 60 is bestimplemented on two RAID 6 drive groups with data
striped across both drive groups. Use RAID 60 for data that requires a very high level of protection from loss.

RAID 60 can support up to eight spans and tolerate up to 16 drive failures, though less than total drive capacity is
available. Two drive failures can be tolerated in each RAID 6 level drive group.

RAID 60 is appropriate when used with data that requires high reliability, high request rates, high data transfer, and
medium-to-large capacity.

When you select Manual Configuration and click Next, the Drive Group Definition dialog appears. You use this
dialog to select drives to create drive groups.

Press and hold the Ctrl key while selecting at least three unconfigured good drives in theDrives panel on the left.

2. Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right. If you need to undo the changes, select the drive and click Reclaim.

3. Click Accept DG to create a first drive group.
An icon for a second drive group appears in the right panel.

4. Pressand hold the Ctrl key while selecting the same number of unconfigured good drives in the Drives panel
(that were selected for the first drive group) to create a second drive group.

5. Click Add To Array to move the drives to a proposed drive group configuration in the Drive Groups panel on the
right, as shown in the following figure.
If you need to undo the changes, select the drive and click Reclaim.

6. Choose whether to use drive encryption.

7. Repeat step 1 through step 5 until you have created all the required drive groups.

8. After you finish selecting drives for the drive groups, select each drive group and click Accept DG for each drive

group.
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Click Next.

The Span Definition dialog appears, as shown in the following figure. This dialog displays the drive group holes

you can select to add to a span.

Figure 30 WebBIOS Span Definition Dialog
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Under the heading Array With Free Space, select a drive group and click Add to SPAN.
The drive group you select displays in the right frame under the heading Span.
Select another drive group and click Add to SPAN.

If there are additional drive groups with three drives each, you can add them to the span.
Click Next.

The Virtual Drive Definition dialog appears.

Change the virtual drive options from the defaults listed on the dialog as needed.

NOTE For specific information about virtual drive options, see Virtual Drive
Options.

Click Accept to accept the changes to the virtual drive definition.
Aconfirmation dialog appears.
. Toconfirm your changes, click Yes. Otherwise, to undo the changes, select the virtual drive and click Reclaim.
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16. Click Next after you finish defining virtual drives.
The Configuration Preview dialog appears, as shown in the following figure.

Figure 31 RAID 60 Configuration Preview Dialog
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17. Check the information in the Configuration Preview dialog.

18. If the virtual drive configuration is acceptable, click Accept to save the configuration. Otherwise, click Back to
return to the previous dialogs and change the configuration.

19. Ifyou accept the configuration, click Yes at the prompt to save the configuration.
Another confirmation for initialization appears.

20. Click No to view the WebBIOS main menu. Otherwise, click Yes and the initialization process takes place, and the
WebBIOS Config Utility Virtual Drive dialog appears.
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Viewing and Changing Device Properties

This section explains how you can use the WebBIOS configuration utility to view and change the properties for
controllers, virtual drives, drives, and BBUs.

Viewing Controller Properties

WebBIOS displays information for one LS| SAS controller at a time. If your computer system has multiple LSI SAS
controllers, you can view information for a different controller by clicking Controller Selection on the main WebBIOS
dialog. When the Adapter Selection dialog appears, select the controller you want from the list.

Follow these steps to view the properties of the currently selected controller.

1. Click Controller Properties on the main WebBIOS dialog.
There are four Controller Information dialogs. The following figure shows the first dialog.

Figure 32 First Controller Information Dialog
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The information on this dialog is read-only and cannot be modified directly. Most of this information is

ﬂ Home

self-explanatory. The dialog lists the number of virtual drives that are already defined on this controller, and the
number of drives connected to the controller.
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2. Click Next to view the second Controller information dialog, as shown in the following figure.

Figure 33 Second Controller Information Dialog

MegaRAID BIOS Config Utility Controller Information
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Shield State Supported |Y&S | SSD Disk Cache Setting

Metadata Size '- jHigh Availability
Topology Type

Maximum ControllerNodes (I |Peer Controller Status |

Incompatibility Details | None

4 Back

NOTE If you are using CacheCade Pro 2.0, four additional fields appear in the
Second Controller Information dialog — CacheCade SSD Caching,
Write Cache Capable, Total Cache Size, and Maximum Cache Size.

NOTE If High Availability DAS is supported on the controller, four additional
fields appear in the above dialog - Maximum Controller Nodes,
Incompatibility Details, High Availability Topology Type, and Peer
Controller Status.
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3. Click Next in the Second Controller Information dialog to view the third Controllerinformation dialog, as shown
in the following figure.

Figure 34 Third Controller Properties
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4. Click Next to view the fourth Controller Information dialog, as shown in the following figure.

Figure 35 Fourth Controller Properties Dialog
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NOTE If you are using CacheCade Pro 2.0, an additional field, SSD Caching
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NOTE

appears in the Controller Properties dialog.

If you have already enabled drive security, instead of the Enable link,
the Change/Disable link appears in front of Drive Security.

The entries and options that appear in the second, third and fourth Controller Information dialogs are in the

Controller Information Menu Options.

If you make changes to the options on this dialog, click Submit to register them. If you change your mind, click

Reset to return the options to their default values.

Controller Information Menu Options

The following table describes the entries and options listed on the second, third, and fourth Controller Information

dialogs. Leave these options at their default settings to achieve the best performance, unless you have a specific

reason for changing them.

Table 19 Controller Information Menu Options

Option Description

Battery Backup Indicates if the selected controller has a BBU. If present, you can click Manage to view information about
the BBU. For more information, see Viewing and Changing Battery Backup Unit Information.

Set Factory Defaults  |Use this option to load the default MegaRAID WebBIOS configuration utility settings. The defaultis No.

Cluster Mode Use this option to enable or disable Cluster mode. The default is Disabled. A cluster is a grouping of
independent servers that can access the same data storage and provide servicesto acommon set of
clients. When Cluster mode is disabled, the system operates in Standard mode.

Rebuild Rate Use this option to select the rebuild rate for drives connected to the selected controller. The default is 30
percent. The rebuil rate is the percentage of system resources dedicated to rebuilding afailed drive. The
higher the number, the more system resources that are devoted to a rebuild.

BGI Rate Use this option to select the amount of system resources dedicated to background initialization of virtual
drives connected to the selected controller. The default is 30 percent.

CC Rate Use this option to select the amount of system resources dedicated to consistency checks of virtual

drives connected to the selected controller. The default is 30 percent.

Reconstruction Rate

Use this option to select the amount of system resources dedicated to reconstruction of drives
connected to the selected controller. The default is 30 percent.

Controller BIOS

Use this option to enable or disable the BIOS for the selected controller. The default is Enabled.
If the boot device is on the selected controller, the BIOS must be enabled; otherwise, the BIOS should be

NCQ

Native Command Queuing (NCQ) gives an individual drive the ability to optimize the order in which it
executes the read and write commands. The default is Enabled.

Coercion Mode

Drive coercion forces drives of varying capacities to the same size so they can be used in a drive group.
The coercion mode options are None, 128MB-way, and 1GB-way. The default is 1GB-way.

The number you choose depends on how much the drives from various vendors vary in their actual size.
Use the 1GB coercion mode option.
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Option

Description

S.M.AR.T Polling

Use this option to determine how frequently the controller polls for drives reporting a predictive drive
failure (self-monitoring analysis and reporting technology [SMART] error). The default is 300 seconds (5
minutes).

Alarm Control

Select this option to enable, disable, or silence the onboard alarm tone generator on the controller. The
default is Enabled.

Patrol Read Rate

Use this option to select the rate for patrol reads for drives connected to the selected controller. The
default is 30 percent. The patrol read rate is the percentage of system resources dedicated to running a
patrol read.

Cache Flush Interval

Use this option to control the interval (in seconds) at which the contents of the onboard data cache are
flushed. The default is 4 seconds.

Spinup Drive Count

Use this option to control the number of drives that spin up simultaneously. The default is 4 drives.

Spinup Delay Use this option to control the interval (in seconds) between spin up of drives connected to this controller.
The delay prevents a drain on the system’s power supply that would occur if all drives spun up at the same
time. The default is 12 seconds.

StopOnError Enable this option if you want the boot process to stop when the controller BIOS encounters an error

during boot-up. The default is Enabled.

Stop CCon Error

Enable this option if you want to stop a consistency check when the controller BIOS encounters an error.
The default is No.

Maintain  PD Fail
History

Enable this option to maintain the history of all drive failures. This option is used to keep track of drives
that the RAID controller believes have failed. With this feature enabled, the RAID controller will track bad
drives and mark them as Unconfigured bad if they return from disconnect or failure. Drives can be
marked Unconfigured bad if they are failing or if the RAID controller looses communication with the drive
while it is part of a configuration (a virtual drive member or a hot spare). The HBA will loose
communication with drives if they are removed while the system is turned on or if SIMs are removed
while the system is turned on. The default is Enabled.

Schedule CC

Indicates whether the option to schedule the date and time for a consistency check is supported.

Snapshot

Use this option to create a snapshot of a volume. MegaRAID Recovery, also known as Snapshot, offers a
simplified way to recover data and provides automatic protection for the boot volume. You can use the
Recovery feature to take a snapshot of a volume and to restore a volume or file. Snapshot functionality
allows you to capture data changes to the volume, and, if data is deleted accidentally or maliciously,
restore the data from the view or roll back to a snapshot ata previous point-in-time (PiT). MegaRAID
Recovery supports up to eight snapshots of PiTs for each volume.

Disk Activity

Enable this property if you want to locate a particular disk. This disk can be identified with a continuous
blinking of green activity LED. This works only if the disks are installed in a enclosure.

Manage JBOD

Converting the multiple JBOD drives to unconfigured drive at single selection.

Emergency Spare

Use this option to specify if it is acceptable to commission unconfigured good drives or global hotpares
as emergency spare drives.

Emergency for
SMARTer

Use this option to specify if it is acceptable to commission emergency hot spare drives for predictive
failure analysis (PFA) events.

Drive Security

Use this option to encrypt data on the drives and use disk-based key management for the data security
solution. This solution protects your data in case of theft or loss of physical drives.

Manage Powersave

Use this option to reduce the power consumption of drives that are not in use, by spinning down the
unconfigured drives, hot spares, and configured drives.

Link Speed

Use this option to change the link speed between the controller and an expander or between the
controller and adrive that is directly connected to the controller.
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Option

Description

SSD Caching

Click on this link to invoke the Manage SSD Caching dialog to enable and disable SSD caching on
multiole virtual drives at one time

Maximum Controller
Nodes

Indicates the total number of servers in a cluster.

Incompatibility
Details

Indicates the reason for incompatibility between the servers in a cluster. The possible values are
FW Level Mismatch, HW Incompatibility, Controller Property Mismatch, Premium Features
Mismatch, or None.

High Availability
Topology Type

Indicates whether clustering is supported or not on the controller. The possible values are Server
Storage Cluster or None.

Peer Controller Status

Indicates if both the servers in a cluster are running or not. The possible values are:
m  Active— Both the servers in a cluster are running.

m  Inactive— Only one serverin a cluster is running.

m  Incompatible— Thereisincompatibility between the servers.




2.5.2

n WebBIOS Configuration Utility

Viewing Virtual Drive Properties, Policies, and Operations

WebBIOS displays properties, policies, and operations for virtual drives.

Toview these items for the currently selected virtual drive, click on a virtual drive icon in the right panel on the

WebBIOS Configuration utility main dialog.

The Virtual Drive dialog appears, as shown in the following figure.

Figure 36 Virtual Drive Dialog
=

(Y e B | 2

\.,!itaHﬂID BIOS Config Utility Virtual Drive O

Properties
RAID Level: 1

Capacity: 15GB

Advanced Properties

Status: Optimal Strip Size: 256 KB

Mirror Data Size: 15GB

Policies

Access I RU

l] 1/0

Read | Always Read Ahead ll

| Direct '-I

¢ SlowInit

Disk | Unchanged l] Disable BGI o 1] v Provide Shared Access
Cache
Default Write: | Write Through ll Current Write: Write Through

& Change |
Operations
¢ Delete ¢ Locate ¢ StopLocate ¢ Adwv Opers ¢ FastInit

C cc

¢~ Expand

4un Back

The Properties panel of this dialog displays the virtual drive’s RAID level, state, capacity, strip size, and metadata size.

NOTE

If High Availability DAS is supported on the controller, click Advanced
Properties to display two additional properties, GUID and Host
Access Policy. The value for the GUID property is hexadecimal and the
values for the Host Access Policy property are Shared, Exclusive, or
Exclusive to Peer Controller.
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The Policies panel lists the virtual drive policies that were defined when the storage configuration was created. For
information about these policies, see Using Manual Configuration. To change any of these policies, make a selection
from the drop-down list, and click Change.

NOTE The Provide Shared Access check box appears if High Availability
DAS is supported on the controller.

The Operations panel lists operations that can be performed on the virtual drive. To perform an operation, select it,
and click Go. Choose from the following options:

m  Select Delete to delete this virtual drive. For more information, see Deleting a Virtual Drive.

m  Select Locate to make the LEDs blink on the drives used by this virtual drive. This action works only if the drives
are installed in a drive enclosure that supports SCSI-Accessed-Fault-Tolerant-Enclosure (SAFTE).

m  Select Fast Init or Slow Init to initialize this virtual drive. Afast initialization quickly writes zeroes to the first and
last 10-MB regions of the new virtual drive and then completes the initialization in the background. A slow
initialization is not complete until the entire virtual drive has been initialized with zeroes. Itis seldom necessary to
use this option, because the virtual drive was already initialized when you created it.

ATTENTION Before you run an initialization, back up any data on the virtual drive
that you want to save. All data on the virtual drive is lost when you
initialize the drive.
m  Select CC to run a consistency check on this virtual drive. For more information, see Running a Consistency Check.
(This option is not available for RAID 0 virtual drives.)
m  Select Stop Locate to stop the LED flash on the drive. This works only if the drive isinstalled in a drive enclosure.
m  Select Adv Opers to access dialogs to remove drives, migrate RAID levels (thatis, change the virtual drive
configuration by adding a drive and changing the RAID level), virtual drive erase, enable/disable SSD Caching,
and to remove blocked access.
See Migrating the RAID Level of a Virtual Drive, for information about adding a drive to a virtual drive or migrating
its RAID level. See Using MegaRAID Recovery, for the MegaRAID Recovery procedure.
m  Select Expand to increase the size of a virtual drive to occupy the remaining capacity in the drive group.
See Viewing and Expanding a Virtual Drive, for the procedure you can use to expand a virtual drive.

Viewing Drive Properties

The Physical Drive dialog displays the properties of a selected drive and enables you to perform operations on the
drive. There are two ways to access the Physical Drive dialog:

= Onthe main menu dialog, click on a drive in the right panel under the heading Physical View.
= Onthe main menu dialog, click on Drives in the left panel to display the Drives dialog. Then click on a drive in the
right panel. Click the Properties button, and click Go. The properties for the selected drive are displayed.
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The following figure shows the Physical Drive dialog.

Figure 37 Physical Drive Dialog
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The drive properties are read-only and are self-explanatory. Note that the properties include the state of the drive.
Operations you can perform are listed at the bottom of the dialog. After you select an operation, click Go to start the
operation. The operations vary depending on the drive state. If the drive state is Online, the following operations

appear.

m  Select MakeDriveOffline

NOTE

if you want to force the drive offline.

If you force offline a good drive that is part of a redundant drive group
with a hot spare, the drive will rebuild to the hot spare drive. The drive
you forced offline will go into the Unconfigured Bad state. Access the
BIOS utility to set the drive to the Unconfigured Good state.

m  Select Locate to make the LED flash on the drive. This operation works only if the drive is installed in a drive

enclosure.
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If the drive state is Unconfigured Good, the following additional operations appear on this dialog.

Select Make Global HSP to make a global hot spare, which is available to all of the virtual drives.

Select Make Dedicated HSP to make a hot spare dedicated to a specific virtual drive.

WebBIOS displays the global hot spare as G1obal and the dedicated hot spare as Ded. Theicon for the dedicated
hot spare appears under its associated virtual drive. The drive number, drive state, drive capacity, and drive
manufacturer appear.

NOTE If High Availability DAS is supported on the controller, dedicated hot
spares can be assigned to only one drive group. If you try to assign a
dedicated hot spare to multiple drive groups, an error message
appears.

Select Enclosure Affinity so drive failures are present on a split backplane configuration, then the hot spare will

be used first on the backplane side in which it resides.

Select Prepare for Removal to prepare the drive for removal from the enclosure.

The Prepare for Removal feature is different from spinning a drive down into power save mode because it also
involves flagging the drive asready to remove. Therefore, if you choose to prepare a drive for removal, selecting
Ready to Remove displays in the device tree for that drive, instead of Powersave.

Select Stop Locate to stop the LED flash on the drive. This works only if the drive is installed in a drive enclosure.

Select Drive Erase to securely erase data on non self-encrypting drives (Non-SED), which are normal HDDs.

Shield State

Physical devices in MegaRAID firmware transit between different states. If the firmware detects a problem ora
communication loss for a physical drive, the firmware transitions the drive to a bad (FAILED or UNCONF BAD) state. To
avoid transient failures, an interim state called the shield state is introduced before marking the drive as beingin a bad
state.

The shield state is an interim state of a physical drive for diagnostic operations. The results of the diagnostic tests
determine if the physical drive is good or bad. If any of the diagnostic tests fail, the physical drive transitions to a bad
state (FAILED or UNCONF BAD).

Shield State Physical View

Follow these steps to check if a physical drive isina Shield state in the Physical view.

Click Physical View in the main dialog.
The physical drive that is in a shield state is marked as Shielded.
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Logical View Shield State

Follow these steps to view the Shield state in the Logical view.

1. Click Logical Viewi n the main page.
The physical drive that is in a shield state is marked as Shielded.
The Logical view shield state is shown in the following figure.

Figure 38 Logical View Shield State
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Viewing the Physical Drive Properties of a Drive in Shield State

Follow these steps to view the physical properties of the drive in Shield state.

1. Click on the Physical view tab or the Logical view tab in the device tree.

2. Click the physical drive that is in shield state on the physical or logical view of device tree to view the properties.

The device properties of the drive are displayed as shown in the following figure.
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Figure 39 Physical Drive Properties of a Drive in Shield State
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2544 Viewing if Shield State Is Enabled in a Controller

Follow these steps to check if the Shield state is enabled in a controller.

1. Click Controller Properties on the WebBIOS main menu.
The Shield State Supportedcolumn is displayed, as shown in the following figure.

Figure 40 Shield State Support
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2.5.6.1
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SSD Disk Cache Policy

MegaRAID supports changes to the write-cache policy for SSD media of individual physical drives.

When SSDs are configured in a mixed disk group with HDDs, the Physical Device Write-Cache Policy setting of all of
the participating drives is changed to match the SSD cache policy setting.

Viewing Cache Properties
Follow these steps to view the SSD Disk Cache Setting property.

1. Click the controller properties link in the main menu.
The First Controller Information dialog appears.
2. Click Next to view the SSD Disk Cache Setting property in the second Controller Properties dialog.

Emergency Spare

When a drive within a redundant virtual drive fails or is removed, the MegaRAID firmware automatically rebuilds the
redundancy of the virtual drive by providing a emergency spare drive, even if no commissionable dedicated drive or
global hotspare drive is present.

Emergency Spare for Physical Drives

The Emergency Spare property indicates whether the drive is currently commissioned as a emergency spare or not. You
can select from the options None, UG (Unconfigured Good), GHS (Global Hotspare), or UG and GHS (Unconfigured Good
and Global Hotspare).

Follow these steps to view a emergency spare for a drive.

1. Click the physical drive node in the right panel on the WebBIOS main dialog. The Emergency spare property of the
drive is displayed, as shown in the following figure.

Figure 41 Emergency Spare
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The Emergency Spare properties are configured in the controller properties. You can choose from the four options:
Global Hotspare (GHS), Unconfigured Good (UG), Unconfigured Good and Global Hotspare (UG AND GHS), and
None. You can also enable or disable the Emergency for SMARTer property.

2.5.71 Setting Controller Emergency Spare Properties

Follow these steps to set the Emergency spare properties for controllers.

From the WebBIOS main menu, click Controller Properties.

2. Keepclicking Next till you reach the last controller properties page.
The controller properties dialog appears, as shown in the following figure. You can choose the options (None, UG,
GHS, and UG and GHS) from the Emergency Spare drop down list.

Figure 42 Setting Controller Hotspare Properties
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25.7.2 Viewing Controller Emergency Spare Properties

Follow these steps to view the controllers’ Emergency Spare properties.

1. Click the Controller properties link in the WebBIOS main menu.
The First Controller Information dialog appears.
2. Click Next.
The second Controller Properties dialog appears.
You can view the controller’s emergency spare properties in this dialog.
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Commissioned Hotspare

The Commissioned Hotspare is used to determine whether the online drive has a Commissioned Hotspare drive
assigned to it.

Click the online physical drive node in the right panel on the WebBIOS main dialog to view the Commissioned
Hotspare property.

Figure 43 Commissioned Hotspare
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2.6 Viewing and Expanding a Virtual Drive

Follow these steps to view virtual drive properties:

1. Inthe Logical view of the device tree, click the Virtual Drive Node.

The Virtual Drive dialog appears.

You can increase the size of a virtual drive to occupy the remaining capacity in a drive group.
2. Select the Expand radio button, and click Go.

The Expand Virtual Drive dialog appears, as shown in the following figure.

Figure 44 Expand Virtual Drive Dialog
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3. Enter the percentage of the available capacity that you want the virtual drive to use.
For example, if there are 100 GB of capacity available and you want to increase the size of the virtual drive by 30
GB, select 30 percent.

4. Click Calculate to determine the capacity of the virtual drive after expansion.

5. Click Ok.
The virtual drive expands by the selected percentage of the available capacity.
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Recovering and Clearing Punctured Block Entries
You can recover and clear the punctured block area of a virtual drive.

ATTENTION This operation removes any data stored on the physical drives. Back up
the good data on the drives before making any changes to the
configuration.

When a Patrol Read or a Rebuild operation encounters a media error on the source drive, it punctures a block on the
targetdrive to prevent the use of the data with the invalid parity. Any subsequent read operation to the punctured
block completes but with an error. Consequently, the puncturing of a block prevents any invalid parity generation
later while using this block.

To recover or clear the punctured block area of a virtual drive, run a Slow (or Full) Initialization to zero out and
regenerate new parity causing all bad block entries to be removed from the bad block table.

To run a Slow (or Full) Initialization, see Viewing Virtual Drive Properties, Policies, and Operations.

Suspending and Resuming Virtual Drive Operations

MegaRAID provides background Suspend and Resume features that enhances the functionality. The background
operations on a virtual drive can be suspended using the Suspend option, and later resumed using the Resume
option. The suspended operation resumes from the point where the operation was suspended.

If any operation is stopped before completion, it is considered to be aborted. An aborted operation cannot be

resumed from the place it was stopped.

NOTE Suspend and resume are applicable for all the background operations,
such as background initialization, rebuild and consistency check
notes.

Follow these steps to suspend an operation and resume an operation.

1. Perform one of these actions:
—  From the WebBIOS main menu, click the Virtual Drives link.
—  From the task bar, click the VD Progress Info button.
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The Virtual Drives main dialog appears, as shown in the following figure.

Figure 45 Virtual Drives Dialog

2. Tosuspend operations, select the check boxes for the operations that you want to suspend, and click Suspend

(AIt+D).
3. To abort operations, select the check boxes for the operations and click Abort (Alt+A).

Aborted operations cannot be resumed and have to be started again.
4. Toresume operations, select the check boxes for the suspended operations that you want to resume, and click

Resume (Alt+U).
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Non-SED Secure Erase

This section describes the procedure used to securely erase data on non self-encrypting drives (Non-SEDs), which are

normal HDDs.

Erasing a Non-SED Physical Drive

Follow these steps for non—SED secure erase.

1. Go to the Physical view in the WebBIOS main menu.

2. Click the physical drive node.

E WebBIOS Configuration Utility

3. Select the Drive Eraseradio button, as shown in the following figure, and click Go.

Figure 46 Physical Drive Dialog
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The Mode Selection - Drive Erase dialog appears.

Figure 47 Mode Selection - Drive Erase
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4. Select any of the modes available under the Select the mode for Drive Erase Operation
—  Simple — (Alt +8)
—  Normal - (Alt + N)
—  Thorough — (Alt +T)

5. Click OK.
Aconfirmation message dialog appears.
6. Click Yes to proceed.
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Drive Erase Progress

Physical drives, erase operation is generally a time-consuming operation and is performed as a background task.
Follow these steps to check the progress of a physical drive erase operation.

1. Click the Drives link in the left panel on the WebBIOS main dialog.
The Drive Erase Progress appears, as shown in the following figure.

Figure 48 Drive Erase Progress
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2. To abort drive erase, select the check box for the operation that you want to abort and click Abort.

Virtual Drive Erase

Virtual drive erase is a background operation.
Follow these steps to perform the virtual drive erase operation.

1. Goto the Logical view.
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Click on the Virtual Drive node.

The Virtual Drive dialog appears.

Click Adv Opers and click Go.

The Advanced Operations dialog appears.

Select the Virtual Drive Erase radio button, and click Go.

The Mode Selection - Drive Erase dialog appears.

Figure 49 Mode Selection-Drive Erase
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5. Select any of the following options.

Simple (Alt + S) —After you select this option and click OK; if the Delete Virtual Drive after Erase check box is
selected, a confirmation dialog appears.

Normal (Alt + N) — After you select this option and click OK, if the Delete Virtual Drive after Erase check box is
selected, a confirmation dialog appears.

Thorough (Alt + T) - After you select this option and click OK, if the Delete Virtual Drive after Erase check
box s selected, a confirmation dialog appears.

Delete Virtual Drive after Erase (Alt + D) — If you select this option, the virtual drive is erased, and a
confirmation dialog appears.

OK (Alt + O) - Click OK and, if the Delete Virtual Drive after Erasecheck box is selected a confirmation
dialog appears.

Cancel (Alt + C) - Clicking this option, closes the dialog, and the WebBIOS navigates back to the Virtual

Drive dialog.
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29.21 Group Show Progress for Virtual Drive Erase

The virtual drive erase operation is a time-consuming operation, and it is performed as a background task.
Follow these steps to view the progress of virtual drive erase.

1. Click the Virtual Drives link on the WebBIOS main menu.
The Virtual Drives dialog appears, as shown in the following figure.

Figure 50 Virtual Drive Dialog

2. To abort the virtual drive erase, select the check box of the operation you want to abort, click Abort.
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The SAS controller firmware monitors the activity and performance of all storage configurations and devices in the
system. When an event occurs (such as the creation of anew virtual drive or the removal of a drive) an event message is
generated and is stored in the controller NVRAM.

You can use the WebBIOS configuration utility to view these event messages. To do this, click Events on the main
WebBIOS configuration utility dialog. The Event Information dialog appears, as shown in the following figure.

Figure 51 EventInformation Dialog
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The right side of the dialog is blank until you select an event to view. TheFirst Sequence and Last Sequence fields in
the upper left of the dialog show you how many event entries are currently stored.
To view event information, follow these steps:

1. Select an event locale from the Event Locale drop-down list. For example, select Enclosure to view events
relating to the drive enclosure.
Select an event class: Information, Warning, Critical, Fatal,or Dead.

3. Enter astart sequence number, between the first sequence and the last sequence numbers.
The higher the number, the more recent the event.

4. Enter the number of events of this type that you want to view, and click Go.
The first event in the sequence appears in the right panel.

5. Click Next to page forward or Prev to page backward through the sequence of events.

6. Optionally, select different event criteria in the left panel, and click Go again to view a different sequence of
events.

Each event entry includes atime stamp and a description to help you determine when the event occurred and what it was.

80



2.1

2111

211.2

n WebBIOS Configuration Utility

Managing Configurations

This section includes information about maintaining and managing storage configurations.

Running a Consistency Check

You should periodically run a consistency check on fault-tolerant virtual drives. A consistency check verifies that the
redundancy data is correct and available for RAID 1, RAID 5, RAID 6, RAID 10, RAID 50, and RAID 60 drive groups. To do this,
follow these steps:

On the main WebBIOS configuration utility main dialog, select a virtual drive.
Click Virtual Drives.

3. When the Virtual Drive dialog appears, select CC in the lower-left panel, and click Go.
The consistency check begins.

If the WebBIOS configuration utility finds a difference between the data and the parity value on the redundant drive
group, it assumes that the data is accurate and automatically corrects the parity value. Be sure to back up the data
before running a consistency check if you think the data might be corrupted.

Deleting a Virtual Drive

You can delete any virtual drive on the controller if you want to reuse that space for a new virtual drive. The WebBIOS
configuration utility provides a list of configurable drive groups where there is a space to configure. If multiple virtual
drives are defined on a single drive group, you can delete a virtual drive without deleting the whole drive group.

ATTENTION Back up any data that you want to keep before you delete the virtual
drive.

To delete avirtual drive, follow these steps.

1. Access the Virtual Drive dialog by clicking a virtual drive icon in the right panel on the WebBIOS configuration
utility main dialog.
The Virtual Drive dialog appears.
Select Delete in the bottom panel under the heading Operations, and click Go.
When the message appears, confirm that you want to delete the virtual drive.
If avirtual drive is associated with a CacheCade virtual drive with a write policy, the following confirmation dialog
appears. If a virtual drive is not associated with a CacheCade virtual drive, a different confirmation dialog appears.
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Figure52 WebBIOS CU Confirmation Dialog
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4. Click Yes to delete the virtual drive.

NOTE You may select the Force the delete to complete quickly check box
to quickly complete the delete operation. It is however, not
recommended to perform this action.

2.11.3 Importing or Clearing a Foreign Configuration

Aforeign configuration is a storage configuration that already exists on areplacement set of drives that you install in a
computer system. In addition, if one or more drives are removed from a configuration, by a cable pull or drive removal, for
example, the configuration on those drives is considered a foreign configuration by the RAID controller.

The WebBIOS CU allows you to import the foreign configuration to the RAID controller, or to clear the configuration so
you can create anew configuration using these drives.

NOTE When you create a new configuration, the WebBIOS CU shows only the
unconfigured drives. Drives that have existing configurations,
including foreign configurations, do not appear. To use drives with
existing configurations, you must first clear the configuration on those

drives.
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If WebBIOS configuration utility detects a foreign configuration, the Foreign Configuration dialog appears, as shown

in the following figure.

Figure 53 Foreign Configuration Dialog

kiegaRAID BIOS Config Utility Foreign Configuration

L)
LSI3)2

4 Foreign drive(s) were detected. Do you
ant to import?

Select Configuration

l All Configurations

A

Preview

Clear Cancel

Follow these steps to import or clear a foreign configuration.

1. Click the drop-down list to show the configurations.
The GUID (Global Unique Identifier) entries on the drop-down list are OEM names and will vary from one

installation to another.

2. Either select a configuration, or select All Configurations.

3. Perform one of the following steps:

shown in the following figure.

Click Preview to preview the foreign configurations. The Foreign Configuration Preview dialog appears, as

Click Clear to clear the foreign configurations and reuse the drives for another virtual drive.

If you click Cancel, it cancels the importation or preview of the foreign configuration.

Figure 54 Foreign Configuration Preview Dialog
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The right panel shows the virtual drive properties of the foreign configuration. In this example, there are two
RAID 1 virtual drives with 67.843 GB each. The left panel shows the drives in the foreign configuration.

4. Click Import to import these foreign configurations and use them on this controller.
If you click Cancel, you return to the Foreign Configuration Dialog.
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Foreign Configurations in Cable Pull and Drive Removal Scenarios

If one or more drives are removed from a configuration, by a cable pull or drive removal, for example, the
configuration on those drives is considered a foreign configuration by the RAID controller.

Use the Foreign Configuration Preview dialog to import or clear the foreign configuration in each case. The import
procedure and clear procedure are described in Importing or Clearing a Foreign Configuration.

The following scenarios can occur with cable pulls or drive removals.

NOTE To import the foreign configuration in any of the following scenarios,
you should have all of the drives in the enclosure before you perform
the import operation.

m  Scenario 1: If all of the drives in a configuration are removed and re-inserted, the controller considers the drives to
have foreign configurations.

Import or clear the foreign configuration. If you select Import, automatic rebuilds will occur in redundant virtual
drives.

NOTE Start a consistency check immediately after the rebuild is complete to
ensure data integrity for the virtual drives. See Running a Consistency
Check, for more information about checking data consistency

m  Scenario 2: If some of the drives in a configuration are removed and re-inserted, the controller considers the
drives to have foreign configurations.

Import or clear the foreign configuration. If you select Import, automatic rebuilds will occur in redundant virtual
drives.

NOTE Start a consistency check immediately after the rebuild is complete to
ensure data integrity for the virtual drives. See Running a Consistency
Check, for more information about checking data consistency.

m  Scenario 3: If all of the drives in a virtual drive are removed, but at different times, and re-inserted, the controller
considers the drives to have foreign configurations.

Import or clear the foreign configuration. If you select Import, all drives that were pulled before the virtual drive
became offline will be imported and then automatically rebuilt. Automatic rebuilds will occur in redundant virtual
drives.

m  Scenario 4: If the drives in a non-redundant virtual drive are removed, the controller considers the drives to have
foreign configurations.

Import or clear the foreign configuration. No rebuilds occur after the import operation because there is no
redundant data to rebuild the drives with.
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Importing Foreign Configurations from Integrated RAID to MegaRAID

The LSl Integrated RAID solution simplifies the configuration options and provides firmware support in its host
controllers. LS| offers two types of Integrated RAID (IR): Integrated Mirroring (IM) and Integrated Striping (IS).

You can import an IM or IS RAID configuration from an IR system into a MegaRAID system. The MegaRAID system
treats the IR configuration as a foreign configuration. You can import or clear the IR configuration.

NOTE For more information about Integrated RAID, refer to the Integrated
RAID for SAS User’s Guide. You can find this document on the LS|
website.

Troubleshooting Information

An IR virtual drive can have either 64 MB or 512 MB available for metadata at the end of the drive. This data is in LS| Data
Format (LDF). MegaRAID virtual drives have 512 MB for metadata at the end of the drive in the Disk Data Format (DDF).

To import an IR virtual drive into MegaRAID, the IR virtual drive must have 512 MB in the metadata, which is the same
amount of mega data as in a MegaRAID virtual drive. If the IR virtual drive has only 64 MB when you attempt to import it
into MegaRAID, the import will fail because the last 448 MB of your data will be overwritten and the data lost.

If your IR virtual drive has only 64 MB for metadata at the end of the drive, you cannot import the virtual drive into
MegaRAID. You need to use another upgrade method, such as backup/restore to the upgraded virtual drive type.

To import an IR virtual drive into a MegaRAID system, use the Foreign Configuration Preview dialog to import or
clear the foreign configuration. The import procedure and the clear procedure are described in Section Importing or
Clearing a Foreign Configuration.

Importing Foreign Configurations

After you create a security key, you can run a scan for a foreign configuration and import alocked configuration. (You can
import unsecured or unlocked configurations when security is disabled.) A foreign configuration is a RAID configuration
that already exists on a replacement set of drives that you install in a computer system. You can use the WebBIOS
configuration utility to import the existing configuration to the RAID controller or clear the configuration so you can
create a new one.

See Importing or Clearing a Foreign Configuration, for the procedures used to import or clear a foreign configuration.

To import aforeign configuration, you must first enable security to allow importation of locked foreign drives. If the
drives are locked and the controller security is disabled, you cannot import the foreign drives. Only unlocked drives
can be imported when security is disabled.

After you enable the security, you can import the locked drives. To import the locked drives, you must provide the
security key used to secure them. Verify whether any drives are left to import as the locked drives can use different
security keys. If there are any drives left, repeat the import process for the remaining drives. After all of the drives are
imported, there is no configuration to import.
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Migrating the RAID Level of a Virtual Drive

As the amount of data and the number of drives in your system increase, you can use RAID-level migration to change
a virtual drive from one RAID level to another. You do not have to power down or restart the system. When you migrate

avirtual drive, you can keep the same number of drives, or you can add drives. You can use the WebBIOS
configuration utility to migrate the RAID level of an existing virtual drive.

NOTE

While you can apply RAID-level migration at any time, you should do
so when there are no reboots. Many operating systems issues /O
operations serially (one ata time) during boot. With a RAID-level
migration running, a boot can often take more than 15 minutes.

Migrations are allowed for the following RAID levels:

RAID 0 to RAID 1
RAID 0 to RAID 5
RAID 0 to RAID 6
RAID 1 to RAID O
RAID 1 to RAID 5
RAID 1 to RAID 6
RAID 5 to RAID O
RAID 5 to RAID 6
RAID 6 to RAID 0
RAID 6 to RAID 5

Additional Drives Required for RAID-Level Migration

The following table lists the number of additional drives required when you change the RAID level of avirtual drive.

Table 20 Additional Drives Required for RAID-Level Migration

From RAID Level to RAID Level Original Number of Drives in Drive Group Additional Drives Required
RAID O to RAID 1 RAID 0: 1 drive
RAID Oto RAID 5 RAID 0: 1 drive
RAID O to RAID 6 RAID 0: 1 drive

RAID 1to RAID 5

RAID 1: 2drives

RAID 1to RAID 6

RAID 1: 2drives

=S Al Wl N~

Migrating the RAID Level

Follow these steps to migrate the RAID level:

1.
2.

NOTE

On the main WebBIOS configuration utility main dialog, select Virtual Drives.

Choose your virtual drive from the list. If only one virtual drive is configured, you will automatically be taken to the
Virtual Drives menu.

Back up any data that you want to keep before you change the RAID

level of the virtual drive.
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3. From the Virtual Drives menu, select Properties.
4. From the Properties menu, select Adv Opers under the Advanced Operations heading.
The Advanced Operationsdialog appears, as shown in the following figure.

Figure 55 Advanced Operations Dialog
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5. Select either Change RAID Level or Change RAID Level and Add Drive.
—  Ifyou select Change RAID Level, change the RAID level from the drop-down list.

—  Ifyouselect Change RAID Level and Add Drive, change the RAID level from the drop-down list, and select
one or more drives to add from the list of drives.

The available RAID levels are limited, based on the current RAID level of the virtual drive plus the number of drives
available.

Click Go.
7.  When the message appears, confirm that you want to migrate the RAID level of the virtual drive.

Areconstruction operation begins on the virtual drive. You must wait until the reconstruction is completed before you
perform any other tasks in the WebBIOS configuration utility.

New Drives Attached to a MegaRAID Controller

When you insert a new drive on a MegaRAID system, if the inserted drive does not contain valid DDF metadata, the
drive displays as JBOD. If the drive does contain valid DDF metadata, its drive state is Unconfigured Good.

Anew drive in JBOD drive state is exposed to the host operating system as a stand-alone drive. Drives in JBOD drive
state are not part of the RAID configuration because they do not have valid DDF records. The operating system can
install and run anything on JBOD drives.

Automatic rebuilds always occur when the drive slot status changes, for example, when you insert a drive or remove a
drive, so that a hot spare can be used. However, a new drive in JBOD drive state (without a valid DDF record), will not
perform an automatic rebuild.

To start an automatic rebuild on the new JBOD drive, you must change the drive state from JBOD to Unconfigured
Good. (Rebuilds start only on Unconfigured Good drives.) After you set the drive state to Unconfigured Good, the
drive state information always remains on the drive, and you can use the drive for configuration.

See Troubleshooting Information, for more information about DDF and metadata.
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This chapter provides a brief overview of the MegaRAID Storage Manager software.

Overview

The MegaRAID Storage Manager software enables you to configure, monitor, and maintain storage configurations
on LS| SAS controllers. The MegaRAID Storage Manager graphical user interface (GUI) makes it easy for you to

create and manage storage configurations.
Creating Storage Configurations

The MegaRAID Storage Manager software enables you to easily configure the controllers, drives, and virtual
drives on your workstation or on the server. The Configuration wizard greatly simplifies the process of creating
drive groups and virtual drives. The wizard allows you to easily create new storage configurations and modify the

configurations.
You can create configurations using the following modes:

= Simple configuration specifies a limited number of settings and has the system select drives for you. This

option is the easiest way to create a virtual drive.

m  Advanced configuration lets you choose additional settings and customize the creation of virtual drives.
This option provides greater flexibility when creating virtual drives for your specific requirements because
you can select the drives and the virtual drive settings when you create a virtual drive. In addition, you can

use the advanced configuration procedure to create spanned drive groups.
In addition, the Modify Drive Group wizard enables you to increase the capacity of a virtual drive and to change

the RAID level of a drive group.

NOTE The Modify Drive Group wizard was previously known as the Reconstruction wizard.

Monitoring Storage Devices

The MegaRAID Storage Manager software displays the status of controllers, virtual drives, and drives on the
workstation or on the server that you are monitoring. The system errors and events are recorded in an event log
file and are displayed on the dialog. Special device icons appear on the window to notify you of drive failures

and other events that require immediate attention.
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Maintaining Storage Configurations

You can use the MegaRAID Storage Manager software to perform system maintenance tasks, such as running
patrol read operations, updating firmware, and running consistency checks on drive groups that support

redundancy.

Prerequisites to Running MegaRAID Storage Manager Remote
Administration (Not Supported)

The MegaRAID Storage Manager software requires ports 3071 and 5571 to be open to function. Follow these
steps to prepare to run the MegaRAID Storage Manager Remote Administration.
1. Configure the system with avalid IP address.

Make sure the IP address does not conflict with another in the sub network.

Ports, such as 3071 and 5571, are open and available for the MegaRAID Storage Manager

framework communication.
2. Disable all security manager and firewall.
3. Configure the multicasting.

Make sure Class D multicast IP addresses are registered (at least 229.111.112.12 should be registered for the

MegaRAID Storage Manager software to work); if not, create a static route using the following command:
Route add 229.111.112.12 dev ethl

4. |Install the MegaRAID Storage Manager software. If the MegaRAID Storage Manager software is already

installed, restart the MegaRAID Storage Manager Framework.
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This chapter explains how to start the MegaRAID Storage Manager software and describes the MegaRAID Storage

Manager window and menus.

Starting the MegaRAID Storage Manager Software

You must have administrative privileges to use the MegaRAID Storage Manager software in either full-access
orin view-only mode. To start the MegaRAID Storage Manager software on a Microsoft Windows operating
system, select Start > Programs > MegaRAID Storage Manager > StartupUl, or double-click the MegaRAID

Storage Manager shortcut on the desktop.

NOTE If awarning appears stating that Windows firewall has blocked
some features of the program, click Unblock to allow the
MegaRAID Storage Manager software to start. (The Windows
firewall sometimes blocks the operation of programs that use

Java Technology.)
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4.2 Discovery and Login

You can start the MegaRAID Storage Manager software from a remote Windows machine that has the MegaRAID
Storage Manager software installed in complete mode. When the program starts, the Host View dialog appears,
as shown in the following figure. The remote servers are displayed, along with their IP addresses, operating

system, and health status.

NOTE If you do a local mode installation, as shown in Section Installing
MegaRAID Storage Manager Software on Microsoft Windows,
the following figure will not be displayed. It will directly prompt
you to the login dialog as shown in the Server Login.

Figure 56 Host View
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0 Server(s) Found, Discovery stopped.

If High Availability DAS is supported on the controller, instead of the above Host View dialog, the Host View —

High Availability DAS dialog appears, as shown in High Availability DAS Support.
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The Host View dialog shows an icon for each server on which the MegaRAID Storage Manager software is
installed. The servers are color-coded with the following definitions:

m  Green: The server is operating properly.

= Yellow: The server is running in a partially degraded state (possibly because a drive in a virtual drive has failed).
m  Orange: The serveris running in a degraded state.

m  Red: The server storage configuration has failed.

NOTE Enter a valid MegaRAID Storage Manager server’s IP address and
select the Display all the systems in the Network of the local

server option in the following figure.

1. Click Configure Host to configure the hosts. The Configure Host dialog appears, as shown in the following

figure.

Figure 57 Configure Host
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The following options are available to configure the host.

— Display only the local server — Select this option to display only the Local server or the Server of the IP

address entered in the Host View dialog.
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— Display the systems from the following favorite list —Allows you to enter IP addresses of the
MegaRAID Storage Manager servers and discovers only those servers. You can enter an IP address in the
Enter IP Address field and click Add. The server corresponding to the IP address appears in the
Favorite list.

— Display all the systems in the Network of the local server — Discovers all the MegaRAID Storage
Manager servers available in the network.

— Display all the ESXi-CIMOM servers in the network of local server - Discovers the local MegaRAID

Storage Manager server and all the available ESXi servers in the network.

NOTE On some Windows machines, the discovery of VMware ESXi
servers fail as a result of a bug in the third-party application that
is used for discovery. This is caused by one of the Windows
servers in the network that contains a service called IBM SLP SA,
which gets installed along with the IBM Director. If we stop this
service on all the Windows servers in the network, the MegaRAID
Storage Manager will be able to discover all the ESXi servers.

NOTE If the controller supports High Availability DAS, and you wantto
view the cluster information in a single pane, select either of the
options: Display the systems from the following favorite list

or Display all the systems in the Network of the local server.

2. Click Save Settings to save your setting, or on Cancel to quit without saving.

If you click Save Settings, a confirmation dialog appears asking you to confirm your settings. Click OK in

the confirmation dialog to start the discovery process.

3. Select the Stop discovery process of remote servers check box and click on Save Settings, to abort the
discovery process which has already begun. This option is enabled only when there is an active discovery

process.

The servers appear in the list of found hosts in the Host View dialog.
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4. Double-click the icon of the server that you want to access.

The Server Login window appears, as shown in the following figure.

Figure 58 Server Login
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5. Enter the root account name and password of the host in the User Name and Password fields respectively.

NOTE Inthe User Name field, you can also enter the domain name
along with the user name; for example, L.ST\abc, where LST is

the domain name and abc is your user name.

The question mark icon opens adialog box that explains what you need for full access to the server and for

view-only access to the server. You are allowed three attempts to Log in.

6. Select an access mode from the drop-down menu for Login Mode, and click Login.
—  Select Full Access if you need to both view and change the current configuration.

—  Select View Only if you need to only view and monitor the current configuration.

NOTE If the computer is networked, this login is for the computer itself,

not the network login.

Enter the root or administrator username and password to use Full Access mode.

If your user name and password are correct for the Login mode you have chosen, the MegaRAID Storage

Manager main menu appears.
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4.3 High Availability DAS Support (Not Supported)

NOTE This function is available only when the DAS is attached

to the server in use.

If High Availability DAS is supported on the controller when you launch the MegaRAID Storage Manager

application, the following dialog appears.

Figure 59 Host View - High Availability DAS
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1. Click View clustered servers to view all the High Availability cluster servers available.

The View Clustered Servers dialog appears, as shown in the following figure.

Figure 60 View Clustered Servers
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2. Click on aserver link to log into that server.
The Server Login window appears.

3. Enter the login details in theServer Loginwindow.

4.4 LDAP Support (Not Supported)

The MegaRAID Storage Manager application supports the discovery of remote MegaRAID Storage Managers
servers using LDAP To enable LDAP support, the MegaRAID Storage Manager servers must be registered with the
LDAP server.

NOTE LDAP supports only Windows Active Directory LDAP Server

Implementation.
To register the MegaRAID Storage Manager servers with the LDAP server, define a new attribute, ou, on the

machine on which the LDAP server is configured, and give this attribute the value MSM. This registration enables

the discovery of only the MegaRAID Storage Manager servers that have been registered with the LDAP server.
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To use LDAP support, follow these steps:

1. Double-click the MegaRAID Storage Manager software shortcut icon on your desktop.
The Select Server dialog appears.
2. Select the Use LDAP Login check box, and click Discover Host.

All the MegaRAID Storage Manager servers registered with the LDAP server are displayed in the Remote

servers box.

NOTE If the Use LDAP Login check box s selected, the IP Address
field is disabled.
3. Click on a server link to connect to the LDAP server.
NOTE Based on the privileges allotted to you, the MegaRAID
Storage Manager servers are launched with full access rights

or read-only rights.

If you have selected the Do not prompt for credentials when connecting to LDAP check box (in the LDAP
Settings tab in the Configure Host dialog), you are directly connected to the LDAP server; otherwise, the LDAP

Login dialog appears.

Figure 61 LDAP Login
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Follow these steps to enter the LDAP login details:

Enter the IP address of the LDAP server in the LDAP Server IP Address field

Enter the LDAP server's user name and password in the User Name and Password fields, respectively.

An example of a user name can be username@testldap.com.

Enter the name of the Domain Controller in the Distinguished Name field. As an example, the Domain

Controller name canbe dc= TESTLDAP, dc=com.

NOTE The LDAP Server IP Address, User Name, Password, and
Distinguished Name fields are already populated if their
corresponding values have been stored in the LDAP Settings tab

inthe Configure Host dialog.

Perform one of these actions:

—  Ifyou want to use the default port number, select the Use Default Port check box. The default port
number, 389, appears in the Port field.

— Ifyou do not want to use the default port number, uncheck the Use Default Port check box, and enter a

port number in the Port field.

Select the Remember my Login Details check box if you want to save all the values entered in this dialog in

the LDAP Settings tab in the Configure Host dialog.

Click Login to log in to the LDAP server.


mailto:username@testldap.com
mailto:username@testldap.com

4.5
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Configuring LDAP Support Settings (Not Supported)

To configure settings for LDAP support, follow these steps:

1. Navigate to the Configure Host dialog, and click the LDAP Settings tab.

The following fields appear.

Figure 62 Configure Host LDAP

I~ Use LDAR login as default lagin mads

I™ Do not prompt for credentials when connecting to LDAR

~Server-

IP Address: l Pork: I

Distinguished Marne : I

~Conneckion -

User Name : |

Password & I

Save Settings | Cancel I

2. Selectthe Use LDAP login as default login mode check box to always connect to the LDAP server.

3. Select the Do not prompt for credentials when connecting to LDAP check box if you do not want the

LDAP Login dialog to appear when connecting to the LDAP server.
Enter the IP address of the LDAP server in the IP Address field.
Enter the port number in the Port field.

Enter the name of the Domain Controller in the Distinguished Name field.

N o o &

fields, respectively.

8. Click Save Settings to save all the values entered in the fields in the msm.propertiesfile.

Enter the user name and password for logging into the LDAP server in the User Name and Password
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MegaRAID Storage Manager Main Menu

This section describes the MegaRAID Storage Manager main menu window;

n Dashboard / Physical View/ Logical View
u Properties and Graphical View Tabs

u Event Log Panel
Dashboard / Physical View/ Logical View

The left panel of the MegaRAID Storage Manager window displays the Dashboard view, the Physical view, or the

Logical view of the system and the attached devices, depending on which tab is selected.

Dashboard View

The Dashboard view shows an overview of the system and covers the following features:

—  Properties of the virtual drives and the physical drives

—  Total capacity, configured capacity, and unconfigured capacity

—  Background operations in progress

—  The MegaRAID Storage Manager software features and their status (enabled or disabled)
—  Actions you can perform, such as creating avirtual drive and updating the firmware

— Links to online help

Figure 63 MegaRAID Storage Manager Dashboard View

Dashboard rh-,;sltal I Engu:ai.
{1 Controler: LS MegaRAID SA3 9265-G(Bus 1,Dev )
Froperties Usange Background Operations

| il Status: &) Optanal

Vitbual drive operslions in progress: 0
P Ha Peer Controler Status: Active

Total capacty:

Erich -5
gl Erclosines 1 mbim s
_ij]l]adq:lm: 1] = onfigured Capacky: =

L0829 T8 Cwive operstions in progress: 0
2 Drivas: 10 ¥ o
Urconfigured Capacily:

.l.GZ'-‘lTE

I il Dvive groups: 2

i rtus Deive(s) 2
Mote detais
Yoy server profils

MegaFlAlD fdvanced Software Cpbions Auctions Help

MegaR il FastPath Enabled Create virtual drive How o wse MSMT

MegaRAID CacheCade Enabled

cr & T i i

MegaRalD SafeStore Enabled
gad configurston v bo e MegaRAID Advanced Sof Lt
MiegaRAID RAIDG Enabled

MeqaftAll RAIDS Enablod Updabe firmsvane Glossary

Manage MeqgaRAlD Advanied Softwate Options Silence alarm




n MegaRAID Storage Manager Window and Menus

NOTE If the controller supports High Availability DAS, the HA Peer
Controller Status field appears in the above dialog and displays
one of the following values: Active (both the servers in the
cluster are running), Inactive (only one server in the cluster is
running), or Incompatible (there isincompatibility between the

servers).

Physical View

The Physical view shows the hierarchy of physical devices in the system. At the top of the hierarchy is the system
itself, followed by the controller and the backplane. One or more controllers are installed in the system. The
controller label identifies the MegaRAID controller, such as the MegaRAID SAS 9260-8i controller, so that you can
easily differentiate between multiple controllers. Each controller has one or more ports. Drives and other devices

are attached to the ports. The properties for each item appear in the right panel of the dialog.

Figure 64 MegaRAID Storage Manager Physical View
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If the controller supports High Availability DAS, an additional parent mode, Server Domain, appears on the

device tree in the Physical tab, as shown in the following figure.

Figure 65 Physical View for High Availability DAS
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& Peer Controller

Vi

The Server Domain is the domain ID of the cluster and shows the two servers that belong to it as child nodes.
Information that pertains to the logged-in serverin the cluster (such as controller name, enclosures, physical
drives) is shown in the Physical tab. For the peer server, no details are shown; the Physical tab just detects that a
peer server exists and a controller is attached to it. Right-click Server Domain to view the properties of the

cluster. A view-only properties dialog appears with two fields; Domain ID and No. of Servers Tagged.
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Logical View

The Logical view shows the hierarchy of controllers, virtual drives, and the drives and drive groups that make up

the virtual drives. The properties for these components appear in the right panel.

The following figure shows the Logical view.

Figure 66 MegaRAID Storage Manager Logical View
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If the controller supports High Availability DAS, an additional parent mode, Server Domain, appears on the

device tree in the Logical tab, as shown in the following figure.
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Figure 67 Logical View for High Availability DAS
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The Server Domain is the domain ID of the cluster and shows the two servers that belong to it as child nodes.
Information that pertains to the logged-in serverin the cluster (such as controller name, drive groups, virtual drives)
is shown. For the peer server, the Logical tab detects that a peer server exists and a controller is attached to it and
shows only the virtual drives created by the peer server. Right-click Server Domain to view the properties of the

cluster. A view-only properties dialog shows with two fields; Domain ID and No. of Servers Tagged.
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4.6.3
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Physical Drive Temperature

The temperature for the physical drive appears in the following figure. You can scroll down to view the

Temperature property.

Figure 68 Physical Drive Temperature
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Shield State

This section describes the Shield state in the MegaRAID Storage Manager software.

Physical devices in MegaRAID firmware transit between different states. If firmware detects aproblem ora
communication loss for a physical drive, it transitions the physical drive to a bad (FAILED/UNCONF BAD) state. To
avoid transient failures, an interim state called the Shield state appears before marking the physical drive as bad

state.

The Shield state is an interim state of a physical drive for diagnostic operations. The results of the diagnostic
tests determine if the physical drive is good or bad. If any of the diagnostics tests fail, the physical drive will
transition to BAD state (FAILED or UNCONF BAD).

The three possible Shield states are Unconfigured - Shielded, Configured - Shielded, and Hotspare - Shielded.
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Shield State Physical View

Follow these steps to view the Shield state under the Physical view tab.

1. Click the Physical tab in the device tree. The red dot icon ( -') indicates a Shield state.

The Physical View shield state is shown in the following figure.

Figure 69 Physical View Shield State
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Logical View Shield State

Follow these steps to view the Shield state under the Logical tab.

1. Click the Logical tab in the device tree. The red dot icon ( -') indicates a Shield state.

The Logical view Shield state is shown in the following figure.

Figure 70 Logical View Shield State
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4.6.6

Viewing the Physical Drive Properties

Follow these steps to view the physical properties of the drive in the Shield state.

1. Click the Physical tab or Logical tab in the device tree.

The red dot icon ( .)indicates a Shield state.

2. Click the physical drive in Shield state on Physical view or Logical view of the device tree to view the

properties.

The device properties are displayed as shown in the following figure.

Figure 71 Physical Drive Properties of a Drive in Shield State
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NOTE The Status of the drive must be of the Shield type.

n MegaRAID Storage Manager Window and Menus
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4.6.7 Viewing Server Profile of a Drive in Shield State

Perform these steps to view the server properties of the drive in Shield state.

1. Click the Dashboard tab in the device tree.
2. Click the View Server Profile link in the dashboard view.

The server profile information is displayed, as shown in the following figure.

Figure 72 View of a Drive in Shield State
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4.6.8.1

n MegaRAID Storage Manager Window and Menus
Displaying the Virtual Drive Properties

The MegaRAID Storage Manager application displays the following additional virtual drive statistics under

controller properties.

= Parity size
m  Mirror date size

m  Metadata size
Parity Size
Parity size is used for storing parity information on RAID 5, RAID 6, RAID 50, and RAID 60 virtual

drives. Follow these steps to view the Parity Size.

1. Inthe Logical view, click the Virtual Drive node.

2. For RAID 5, RAID 6, RAID 50, and RAID 60, the Parity Size is displayed, as shown in the following figure.

Figure 73 Parity Size
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4.6.8.2 Mirror Data Size

Mirror Data Size is used to determine the size used for storing redundant information on RAID 1 and RAID 10

virtual drives.
Follow these steps to view the Mirror Data Size.

1. Inthe Logical view, click on the Virtual Drive node.

The Mirror data size is displayed for RAID 1 and RAID 10 volumes, as shown in the following figure.

Figure 74 Mirror Data Size
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NOTE The parity size and mirror data size are not displayed for RAID 0 and

RAID 00 volumes.

110



n MegaRAID Storage Manager Window and Menus

4.6.8.3 Metadata Size
The metadata size field displays the total space used for metadata. Follow these steps to view the

Metadata Size.

1. Inthe Logical view or the Physical view, click the controller node.

The total space used for metadata is displayed in this field, as shown in the following figure.

Figure 75 Metadata Size
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4.6.9 Emergency Spare

When a drive within aredundant virtual drive fails or is removed, the MegaRAID firmware automatically rebuilds
the redundancy of the virtual drive by providing an Emergency Spare (ES) drive, even if no commissionable

dedicated or global hot spare drive is present.

4.6.9.1 Emergency Spare for Physical Drives

The Emergency Spare property determines whether a particular drive is capable of becoming an emergency
spare. This property is displayed under the controller properties only if the Global spare for Emergency and the

Unconfigured Good for Emergency controller properties are enabled.
Follow these steps to view the Emergency Spare property.

1. Go to either the Logical view or the Physical view.
2. Click the drive for which you want to view the spare properties.

The Emergency spare is displayed under general properties. This property denotes whether a particular

drive is commissioned as an emergency spare or not an emergency spare.

NOTE This property is displayed only for online physical drives.

Figure 76 Emergency Spare- Physical Drive Properties
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Product 1D ST37345555 Enclosure Properties:
Yendor 1D SEAGATE Enclosure ID 72
Setial Mumber 3LO2RFES Enclosure Model MD1000
Device ID 4 Enclosure Location Inkernal
Status Cnling Conneckar Part 0 -3
Diive Speed 3.0 Ghps Slat Murnber 3
Megotiated Link Speed 3.0 Gbps Drive Security Properties:
SCSI Device Type Disk Full Disk Encryption capable ]
SAS Address 0 OxS000CS00054EECSD Dakta Protection Properties:
SAS Address 1 0x0 Data Prokection Incapable
Temperature 32 C(B2.6F) ;I




n MegaRAID Storage Manager Window and Menus

4.6.9.2 Emergency Spare Property for Controllers

The Emergency spare properties under the controller properties are configured based on enabling or disabling

the following properties:

m  Emergency Spare

m  Emergency for SMARTer

To view the Emergency spare property for controllers, click the controller node in the device tree. The emergency

spare properties are displayed, as shown in the following figure.

Figure 77 Emergency Spare Properties for Controllers

i Properties |
Cache Fhush Interval 4 sec Drive Security Properties:
Cosrcion Mode Nore Drive security capable No
EEBU Present Yes Background Operation Properties:
HYRAM Present Yes Rebuild Rate 60
MNYRAM Size 32.000 KB Patrol Read Rate 30
BIOS Version 5,32,00_4,12.05.00_0x05150000 | Reconstruction Rate 30
Mative Command Queuing Enabled BGLRate 30
Flash Size 16.000 ME Consistency Check Rate 30
Memory Size 1,000 GB MegaRAID Recovery Properties:
Chip Temperature 65535 C(117995.0 F) MegaRAID Recovery Enabled
Shield State Supported es CacheCade™ Properties:
Power State Properties: CacheCade™ - 55D Caching Enabled
Power savings on unconfigured drives Enabled Write Cache Capable Mo
Pawer savings on hot spares Enabled Tokal Cache Size 0 Bytes
Drive Standby Time 30mins Maximumn Cache Size 512.000 GB
Firmware Properties: Emergency Spare Properties:
Firmware Package Yersion Emergency Spare Unconfigured Good & Global Hotspare
Firmweare Yersion 3.152.35-1593 Emergency for SMARTer Enabled
Firmware Build Time Apr04 2012 21:36:45
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4.6.9.3 Commissioned Hotspare

The commissioned hotspare is used to determine whether the online drive has a Commissioned
Hotspare. To check if the drive is commissioned with a hotspare, click the online physical drive node in

the device tree.

The Commissioned Hotspare property is displayed, as shown in the following figure. This property is displayed only

114

for online physical drives.

Figure 78 Commissioned Hotspare

! : Prnpertiu_ll
General:
Usable Capacity 33.656 GB Reevision Level A130
Raw Capacity 34.183 GB Media Error Count 0
Certified Mo Pred Fail Count 0
Product 1D HUS151436YL5300 Enclosure Properties:
Vendor 1D HITACHI Enclosure ID 252
Serial Murber J3VPILEK Enclosure Madel Backplane
Device ID 45 Enclosure Location External
Status Online Connectar Port A
Drive Speed 3.0 Gbps Slat Number 6
Megotiated Link Speed 3.0 Gbps Drive Security Properties:
SCSI Device Type Disk, Full Disk Encryption capable Mo
SAS Address 0 OS000CCADDS49CADF Data Protection Properties:
SAS Address 1 [1%1] Data Protection Incapahle
Temperature 27 C(B06F) Shield Counter 0
Commissioned Hotspare No Diagnostics Complate Date 0-0-0
Emergency Spare Mo
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SSD Disk Cache Policy

The MegaRAID firmware provides support to change the write-cache policy for SSD media of individual

physical drives.

The MegaRAID firmware does not allow any user application to modify the write-cache policies of any SSD media.
The host applications can modify this property through a new logical device (LD) addition ora LD property
change. When SSDs are configured in amixed disk group with HDDs, the Physical Device Write-Cache Policy

setting of all the participating drives are changed to match the SSD cache policy setting.
Follow these steps to view the SSD cache property.

1. Click the controller node in the device tree.

The Controller Properties dialog appears, as shown in the following figure.

Figure 79 Controller Properties — SSD Disk Cache Policy

LR
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oy Cn Pl Hrirw Chmle Aol T
| ey " o At R
M Prmoek ™ SO0 Cisk Cache Sefting [ =akid=d
1 T e ks Dries Sevurby Froperiey
S| i v 1 T | S0 ek oA i
Hativw Commant Craurg Eied Brive secirity skl FEE rde
S T e Erivwe mec ity Lol il ] E
Femary e I G0 BM geenlad T i
Prossstr 5 48 Peeifiar s Yiry Manbcariant My . i
J R N - R Banhrgrmmnn] Gyerafinn Proac e
P v o Bk pares Erushied T . ;
Dt Sty T (- Palral Smed Pesie x :
EXPSSNONE P B mdr b Bate - E
U Fromms Fubage Vo R L0013 Aoy 2
Latnatiry Chad tiniy x
i
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4.6.10.1 Virtual Drive Settings

If the SSD cache property is enabled in the controller properties dialog as shown in Controller Properties — SSD
Disk Cache Policy, then you cannot select the disk cache policy for the virtual drives having only SSD drives or a
mix of SSD drives and HDD drives during virtual drive creation. The value of the disk cache policy is unchanged

and the drop-down menu is disabled.
Follow these steps to view the virtual drive settings.

1. Right-click the controller node in the device tree.
2. Select the Create Virtual Drive menu option.

3. Select Advanced Configuration, and click Next.
4. Create Drive Group, and click Next.

The Create Virtual Drive — Virtual drive settings dialog appears, as shown in the following figure.

Figure 80 Virtual Drive Settings

£ Create Yirtual Drive - ¥irtual drive settings |

Specify parameters For the new virtual drive. Drive groups:

Wirtual drive name: I'u'D_D

Capacity: [ 55.375=] Units: IGB =]

Initialization state: IN-:: Initialization vl
Strip size: |256 kB - I

Read palicy: I.ﬂ.lways Read Ahead LI

W'rite policy: IWrite Back with BEL LI

I} policy: IDirect MLaTE 4 I
Access policy: IRead Wyrite I
Disk cache policy: IUnchanged bt I

Update Yirtual Drive

Remawve Yirtual Drive |

Zancel | Back. | [ | Help |

The value of the disk cache policy is unchanged, and the drop-down list is disabled.
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4.6.10.2 Set Virtual Drive Properties

Follow these steps to setvirtual drive properties.

1. Right-click on virtual drive node in the logical view of the device tree.

2. Select Set Virtual Drive Properties.

The Set Virtual Drive Properties dialog appears, as shown in the following figure.

Figure 81 Virtual Drive Properties

E Set ¥Yirtual Drive Properties

Description : Defines virtual disk operation parameters

Marme: |RE_Source

Read Palicy: INU Read Ahead L!

Sirite Policy: |Write Through LI

10 Palicy |Direct e} VI

Access Policy: |Reau:| Witike |

Digk. Cache Palicy: ILInchangeu:I - |

Background Initializatiun:IDisabIed - I

Ok | Cancel |

NOTE You cannot select the Disk cache policy for the virtual drives
having only SSD drives or a mix of SSDand HDD during VD

creation. The value of the Disk Cache Policy is Unchanged and

can be set for only HDD drives.
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4.6.11
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Non-SED Secure Erase Support

This section describes the firmware changes required to securely erase data on non-SEDs (normal HDDs).

SEDs securely erase their internal encryption keys, effectively destroying all of the data present on the drive. For
Non-SED drives, the erase operation consists of a series of write operations to a drive that overwrites every
user-accessible sector of the drive with specified patterns. It can be repeated in multiple passes using different
data patterns for enhanced security. The sanitization technique is more secure than a simple format operation

and is commonly called a “clearing” operation, similar to the existing physical drive clear command.
Follow these steps to set physical drive properties.

1. Inthe Physical view, right click the Physical Drive node.
2. Select the Drive Erase option (AIt+E).

The Mode Selection - Drive Erase dialog appears.

Figure 82 Mode Selection - Drive Erase Window

LSIEs

Drive Erzse operates on a specified drive and overwrites all the user-acsessible locations with
pre-determined patiem(s) for the specified number of passes.

Select the made for Drive Erase operation:

) Sirnpls:
Specifies 3 single pass erase operation that writes patern A to the physical drive
{ ) Mormal:

Specifies athres pass erase gperation that first overwrites the physical drive comtents with
random values then overwrites ik with patiern A and then overwrites it with pattem B

() Thorcugh:
Specties 3 Ning Pass £rase operation that repeats Nomal Ersse thice,

| e || e |
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3. You can select the various modes available under the Select the mode for Drive Erase operation.

— Simple - (Alt + S). When you select this option and click OK, the Drive Erase message box appears.

Figure 83 Drive Erase Message

You have chosen 10 perioen Diive Erase operation i =Selected Modes
mode on <Drfve--. THEs Wil E3ke seyeral MiNUiss i Compdsts, Ths 15 3
destrueiive operation and wil wipe out 3l the data presant on the drive.

t,}

Ane you sure you want o proceed?

(= ) [Cw

— Normal- (Alt + N). Select this option and click OK. The Drive Erase message, as shown in the previous

figure, appears.

—  Thorough — (Alt + T). Select this option and click OK. The Drive Erase message, as shown in the

previous figure, appears.

4.6.11.1 Group Show Progress for Drive Erase

Physical drive erase operation is a time-consuming operation and is performed as a background task. It posts

events to notify users of the progress.
Follow these steps to check the progress of physical drive erase operation.

1. Click the Show Progress toolbar icon in the MegaRAID Storage Manager. You can also select Show Progress

from the dashboard or select Show Progress from the Manage menu.
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2. Click the More info link under the Background Operations portlet.

The progress bar appears.

Figure 84 Group Show Progress

& Group Show Progress

LSI:2
o0
|51 MegeRAID 53 9260-8 (Buc 1 Dew )|
O aon O o o Wrboal Cksha Crgoi oo st on Physsd Diries
Skr 3 BAR B GG O Ll i D
Drive Erass &3 % ] [_-Pba'_- i |

When you click the Abort All button, all Drive Erase operations stop, and the progress bar is not displayed.

4.6.11.2 Virtual Drive Erase

Virtual drive erase operates on a specified virtual drive and overwrites all user-accessible locations. It supports
non-zero patterns and multiple passes. Virtual drive erase optionally deletes the virtual drive and erases the data
within the virtual drive’s LBArange. Virtual drive erase is a background operation, and it posts events to notify users

of their progress.
Follow these steps to open the Virtual Drive Erase menu.

1. Inthe Logical view, right -click the Virtual Drive node.
2. Click on the Virtual Drive node, select top level navigation and click Go to.
3. Select Virtual Drive and select Events & Response.

The Logical View - Virtual Drive Erase menu appears.
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4. Select Virtual Drive Erase.

The Virtual Drive Erase Menu opens, as shown in the following figure.

Figure 85 Mode Selection - Virtual Drive Erase Dialog

Mode Selection - Virtual Drive Frase

=]

Wimual Dvive Erase operstes on 8 specifed virls drive and ovensriies afl e user-aeressibiae
lecalions with pee-determined patiem(s) lor the specified number of passes.,

Sedect e mode fof Virtual Drive Erase ofe ason:

) Birgle:

Spedifies & single pEss erase operalion 1L wiBes PalBarm A 1 Ihe virua drive

L

Specifies athres pass erase operaticn fhet first oversmies the vinual drive contens with
randarn values then ovarsiles i with pamern A @nd (hen ovenames it wel pattem B

o3 Thoeough,

SRCCINES 3 rne PIFSs erase Oferanon Wl repests NOTmal Erade Fince.

[ Delete Vi Drive afler Erase

[. _K L el

The menu has the following options.

—  Simple — (Alt + S) —After you select this option and click OK, and if Delete Virtual Drive after
Erase is selected, Figure 192 appears; otherwise, Figure 193 appears.

— Normal - (Alt + N) — After you select this option and click OK, and if Delete Virtual Drive after
Erase is selected, Figure 192 appears; otherwise, Figure 193 appears.

— Thorough — (Alt + T) —After you select this option and click OK, and if Delete Virtual Drive after
Erase is selected, Figure 192 appears; otherwise, Figure 193 appears.

—  Delete Virtual Drive after Erase- (Alt + D) - When you select this option, the virtual drive is erased and

Figure 192 appears; otherwise, Figure 193 appears.

—  OK-(Alt + O)-Click OK and if Delete Virtual Drive after Erase is checked, Figure 192 appears;

otherwise, Figure 193 appears.

— Cancel — (Alt + C)- When you select this option, the dialog closes, and the MegaRAID Storage

Manager navigates back to Physical view.
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Figure 86 Warning Message for Virtual Drive Erase

Rbode> mrde on e sediecied vimual drive, Tids takes seysral minutes o

CompiChe. This &S 0 SCSTCEE SOOradon and wipts oo al the o
EPESENT R ENE WIFLIAL drfve.

' Yoo haes cihosen o perform Virisd Drive Erase operabion in =Seiecied
* h

Once the srase opsrmion 5 compiele the sl drtve Wil be ceieted.

AFE POU SUNs Jow wank e proceed?

= ][ ]

—  Click Yes to erase the virtual drive.

—  Click No to cancel the erase and close the dialogue.

Figure 87 Warning Message for Virtual Drive Erase without Virtual Drive Delete

¥irtual Drive Eraze

Mode= miode on e scieched virbsa! drbee . 'This o kes sevweml minasde s o
compiebs. This s & desructve opsration and wipes out 31 the dats
presEnk on B virtusl drive,

!"j % oml haws chonese i perfore Vidhal Ockie Ermee aperation ino«Seieched

Are youl sure yood want o poceed™

2= J[ & ]

—  Click Yes to erase the virtual drive.

—  Click No to cancel the erase and close the dialogue.
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Group Show Progress for Virtual Drive Erase

The virtual drive erase operation is a time-consuming operation and is performed as a background task. It

posts events to notify users of the progress.
To view the progress of Group Show Progress-Virtual Drive, click the Show Progress toolbar icon.

You can also either select Show Progress from the Manage menu, or select the More info Link under Background

Operations portlet on the dashboard.

The Virtual Drive Erase progress bar appears, as shown in the following figure.

Figure 88 Group Show Progress - Virtual Drive

x
LSISs
(LS PegrAID S35 320586 e 209V 1
-Ongaing Cperations on Yirtual Disks: ~Cnpaing Operations on Physical Drives

‘wirtual Drivec 0, WD_0, 111.281 GB, Optimal

wirtusl Drive Erase | 2% Abort |

Elapzed time! 165ec
Estimabed time left: 100n 95ec

Rebuild Write Cache

MegaRAID firmware supports drive cache properties during a rebuild operation. The MegaRAID solution
temporarily enables drive cache for the physical drive that is being rebuilt for the duration of the rebuild

operation. Users can enable or disable this feature using the Mega CLI feature.

The MegaRAID software automatically changes the setting for a drive that is being rebuilt. If the PD_CACHE for

the rebuilt drive is already set, the firmware does not need to do anything extra.

The firmware identifies and sets the cache policy of the drives whenever a rebuild operation starts and the catch
policy is reflected in the event logs. The firmware also makes sure to flush the cache just before committing the

drive to the disk group.
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4.6.13
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Background Suspend / Resume Support

MegaRAID provides a background Suspend or Resume Support feature that enhances the functionality where in
the background operations running on a physical drive or a virtual drive can be suspended for some time, and

resumed later using the Resume option.

The background operations, including consistency-check, rebuild, replace, and background initialization are
supported by an abort operation. If any operation is stopped before completion, it is considered to be aborted.

An aborted operation cannot be resumed from the place where it was stopped.

Asuspended operation can be resumed later by using the Resume option, and the suspended operation

resumes from the point where the operation was suspended last.

To perform asuspend and resume operation, go to the Group Show Progress dialog, and perform the tasks
mentioned below. You also can select Show Progress from the Manage menu, or select the More info link under

the Background Operations portlet on the dashboard.

The Group Show Progress dialog appears, as shown in the following figure. If Patrol Read is running, the Group

Show Progress Patrol Read dialog appears.

Figure 89 Group Show Progress

Group Show Pregress E

LSI::

Ongoing Operations on Yibual Disks Ongoing Operations on Physical Drives

Backplane, Slot: 0, A3, 2,729 T6, Rebulld (512 &)

Reebuild | 2% Abott || Suspend

Estimated time left: Z Day(s) 2 1Hours S™ins 405ecs

Closa Suspend All Abort Al
ETTTR Ltbw ]

= Suspend (Alt + S)- Click the Suspend button to suspend the background operation taking place at
that particular point of time. When the operations get suspended, the Resume button appears

instead of the Suspend button.



n MegaRAID Storage Manager Window and Menus

m  Resume(Alt + E) - Click the Resume button to resume the operation from the point where it was suspended
last.
= Abort (Alt + B)- Click the Abort button to abort the ongoing active operation.

= Resume All (Alt + R) — Click the Resume All button to resume all the suspended operations from the point

they were suspended. This button is disabled if no operations are suspended.

m  Suspend All (Alt +S) - Click the Suspend All button to suspend all the active operations. The Suspend All

button is enabled only if one or more operations are in active state.
= Abort All (Alt + A) - Click the Abort All button to abort all the active operations.
m  Close (Alt+ C)- Click the Close button to close the dialog.

NOTE Suspend, Resume, Suspend All, and Resume All will be
applicable only for background initialization, rebuild, replace,

and consistency check operations.

Figure 90 Group Show Progress Patrol Read

LS5k
(5T MagaRAID SES G26%-atbs 2,0sv OF |
Ongoing Oper ations on Yirtual Disks Ongoing Operations on Physical Drives

Backplane, Slot: 1, SAS, 68,492 GB, Cnline, (512 B

Patrolread i} 1%

Estimated time left: 13Mins 215ecs

Backplane, Slot: 2, SAS, 136,733 GB, Oniine, (512 B)

patrolread [l 13%

Estimated time laft: 1SMins S75ecs

gose | 0| meemenal | sussedpatrolRead | fec exd |

m  Suspend Patrol Read — Click to suspend the patrol read operation.

= Resume Patrol Read- Click to resume the patrol read operation from the point where it was suspended last.
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4.6.14 Enclosure Properties

To view the enclosure properties, in the Physical view, click the Enclosure :.E.!:node. The Enclosure

Properties are displayed, as shown in the following figure.

Figure 91 Enclosure Properties
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4.7 GUI Elements in the MegaRAID Storage Manager Window and Menus

This section describes the graphical user interface (GUI) elements used in the MegaRAID Storage Manager software.

4.7 1 Device Icons

The following icons in the left panel represent the controllers, drives, and other devices.

i Status
I_;'ﬂ System
il Controller
A
Backplane

:ﬁ: Enclosure

= Port

FAln

Hﬂ Drive group
ﬁ Virtual drive
e Online drive
Rt

Power save mode

Dedicated hotspare

1L
| b
frenee Global hotspare
v %

== Battery backup unit (BBU)
A Tape drive
ok

i CD-ROM

o)
= Foreign drive
E] Unconfigured drive

Locked SED

Unlocked SED
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4.7.2
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NOTE The MegaRAID Storage Manager software shows the icons for
tape drive devices; however, no tape-related operations are
supported by the utility. If these operations are required, use a

separate backup application.

Ared circle to the right of an icon indicates that the device has failed. For example, this icon indicates

-

that a drive has failed:: %% &

Avyellow circle to the right of an icon indicates that a device is running in a partially degraded state. For example,

this icon indicates that a virtual drive is running in a degraded state because a controller has failed.

An orange circle to the right of an icon indicates that a device is runningin a degraded state.

Properties Tab

The right panel of the MegaRAID Storage Manager window has one tab.

m  The Properties tab displays information about the selected device. For example, if you select a controller
icon in the left panel, the Properties tab lists information about the controller, such as the controller name,
NVRAM size, and device port count. For more information, see Monitoring Controllers, Monitoring Drives,

and Monitoring Virtual Drives.

Figure 92 Properties Tab and Graphical View Tab
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&8 Drive Group: 1, RAID 5 o : Propsitiss |
= {5 virtual Driveds): i
[ virtual Drive: 2, ¥D_2, 3.637 TB, Optimal General: Firmware Properties:
£ i Drives:
3? Enclosure: BOH10462201A0 (6), Slok: 10, SATA, 931,513 GB, Orline, (512 B) Product Name L5I MegaRAlD SAS 9260-8i Firmusare Package Yersion 12,14.0-0167
G Enclasure: B0H10462201A0 (8], Slok: 11, SATA, 931,513 GB, Online, (512 B)
P Enclosure: B0H1046220140 (6), Slok: 12, SATA, 931,513 GB, Online,(512 B) Serial Mo S¥23211304 Firmware Yersion 2.130.393-2551
¥ Enclasure: BIH10462201A0 (5}, Slot: 13, SATA, 931.513 GB, Online, (512 B)
157 Enclosure: BOH10462201A0 [6), Slok: 14, SATA, 931,513 GB, Oniline, (512 B) Vendor 1D 0x1000 Firmuare Build Time: Jun 102013 01:54 =
78 Dive Group: 2, RAID S SubVendor ID 0x1000 Backend 545 Address 0 0x5001C450002F43
= {5 virtual Driveds):
. @ vrsalives s, vo 3, 5697 T8, Optinal Device ID 0x73 Backend 345 Address 1 o
= & Drives:
G Enclosure: BOH1046220140 {6), Slot: 15, SATA, 931.513 GB, Online, (512 B) A5 Address 500605B005109880 Backend 545 Address 2 o0
G Enclasure: G0H10462201A0 (5}, Slok: 16, SATA, 931,513 GB, Online, (512 B)
&g Enclosure; B0H1046220140 (6}, Slot: 17, SATA, 931,513 B, Online, (512 B) Baot Error Handiing Safe Mode On Errors Backend 545 Address 3 0x0
G Enclasure: B0H10462201A0 (8], Slo: 18, SATA, 931.513 GB, Online, (512 B)
i Enclosure: BOH1046220140 (6), Slok: 19, SATA, 931,513 GB, Onling, (512 B) | Device Port Count 8 Backend A5 Address 4 0x0
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Event Log Panel

The lower part of the MegaRAID Storage Manager window displays the system event log entries. New event
log entries appear during the session. Each entry has an ID, an error level indicating the severity of the event,

the timestamp and date, and a brief description of the event.

For more information about the event log, see Monitoring Controllers and Their Attached Devices. For

more information about the event log entries, see Events and Messages.

Menu Bar

Here are brief descriptions of the main selections on the MegaRAID Storage Manager menu bar. Specific menu
options are described in more detail in the Configuration and Maintaining and Managing Storage

Configurations sections.

Manage Menu

The Manage menu has a Refresh option for updating the display in the MegaRAID Storage Manager window
(refresh is seldom required; the display usually updates automatically) and an Exit option to end your session on
MegaRAID Storage Manager. The Server option shows all the servers that were discovered by a scan. In addition,
you can perform a check consistency, initialize multiple virtual groups, and show the progress of group

operations on virtual drives.
Go To Menu

The Go To menu is available when you select a controller, drive group, physical drive, virtual drive, or battery

backup unit in the main menu dialog. The menu options vary depending on the type of device selected in the left
panel of the MegaRAID Storage Manager main menu. The options also vary depending on the current state of the
selected device. For example, if you select an offline drive, the Make Drive Online option appears in the Physical

Drive menu.

Configuration options are also available. This is where you access the Configuration Wizard that you use to
configure drive groups and virtual drives To access the Wizard, select the controller in the left panel, and then

select Go To > Controller > Create Virtual Drive.

Log Menu

The Log menu includes options for saving and clearing the message log. For more information about the Log

menu, see Events and Messages.
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Tools Menu

On the Tools menu, you can select Tools > Configure Alerts to access the Configure Alerts dialog, where you can
set the alert delivery rules, event severity levels, exceptions, and e-mail settings. For more information, see

Configuring Alert Notifications.

Help Menu

On the Help menu, you can select Help > Contents to view the MegaRAID Storage Manager online help file. You
can select Help > About MegaRAID Storage Manager to view version information for the MegaRAID Storage

Manager software.

NOTE When you use the MegaRAID Storage Manager online help, you
might see a warning message that Internet Explorer has
restricted the file from showing active content. If this warning
appears, click on the active content warning bar, and enable the

active content.
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Chapter 5 Configuration

5.1

5.1.1

This chapter explains how to use MegaRAID Storage Manager software to create and modify storage

configurations on LSI SAS controllers.

The LSI SAS controllers support RAID 0, RAID 1, RAID 5, RAID 6, RAID 00, RAID 10, RAID 50, and RAID 60
storage configurations. The Configuration wizard allows you to easily create new storage configurations

and modify the configurations. Tolearn more about RAID and RAID levels, see Introduction to RAID.

NOTE You cannot create or modify a storage configuration unless you

are logged on to a server with administrator privileges.

Creating a New Configuration

You can use the MegaRAID Storage Manager software to create new storage configurations on systems with LSISAS

controllers. You can create the following types of configurations:

= Simple configuration specifies a limited number of settings and has the system select drives for you. This

option is the easiest way to create a virtual drive.
m  Advanced configuration lets you choose additional settings and customize virtual drive creation. This

option provides greater flexibility when creating virtual drives for your specific requirements.

This section describes the virtual drive parameters and explains how to create simple and advanced

storage configurations.

Selecting Virtual Drive Settings

This section describes the virtual drive settings that you can select when you use the advanced configuration
procedure to create virtual drives. You should change these parameters only if you have a specific reason for doing

so. Itis usually best to leave them at their default settings.

= Initialization state: Initialization prepares the storage medium for use. Specify the initialization status:

— Nolnitialization: (the default) The new configuration is not initialized, and the existing data on the
drives is not overwritten.

— Fast Initialization: The firmware quickly writes 0Os to the first and last 8-MB regions of the new virtual
drive and then completes the initialization in the background. This allows you to start writing data to

the virtual drive immediately.
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— Full Initialization: A complete initialization is done on the new configuration. You cannot write data to
the new virtual drive until the initialization is complete. This process can take a long time if the drives

are large.

NOTE BGlis supported only for RAID 5 and RAID 6 and not for any other
RAID levels. New RAID 5 virtual drives require at least five drives for
a background initialization to start. New RAID 6 virtual drives
require at least seven drives for a background initialization to
start. If there are fewer drives, the background initialization does

not start.

m  Strip size: Strip sizes of 8 KB, 16 KB, 32 KB, 64 KB, 128 KB, 256 KB, 512 KB, and 1024 KB are supported. The default
is 64 KB

m  Read policy: Specify the read policy for this virtual drive:

— Always read ahead: Read ahead capability allows the controller to read sequentially ahead of
requested data and to store the additional data in cache memory, anticipating that the data will be
needed soon. This process speeds up reads for sequential data, but little improvement occurs when
accessing random data.

— Noread ahead: (the default) Disables the read ahead capability.

m  Write policy: Specify the write policy for this virtual drive:

—  Write Through: In this mode, the controller sends a data transfer completion signal to the host when
the drive subsystem has received all of the data in a transaction. This option eliminates the risk of losing
cached data in case of a power failure.

—  Always Write Back: In this mode, the controller sends a data transfer completion signal to the host
when the controller cache hasreceived all of the data in a transaction.

—  Write Back with BBU: (the default) In this mode, the controller enables write back caching when the
battery backup unit (BBU) is installed and charged. This option provides a good balance between data

protection and performance.

NOTE The write policy depends on the status of the BBU. If the BBU is
not present, is low, is failed, oris being charged, the current
write policy switches to write through, which provides better

data protection.
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m /O policy: The I/O policy applies to reads on a specific virtual drive. It does not affect the read ahead cache.
—  Cached I0O: In this mode, all reads are buffered in cache memory.

—  Direct 10: (the default) In this mode, reads are not buffered in cache memory. Data is transferred to the

cache and the host concurrently. If the same data block is read again, it comes from cache memory.

Cached 10 provides faster processing, and Direct 10 ensures that the cache and the host contain the same

data.
m  Access policy: Select the type of data access that is allowed for this virtual drive.
— Read/Write: (the default) Allow read/write access. This setting is the default value.
— Read Only: Allow read-only access.
—  Blocked: Do not allow access.
m Disk cache policy: Select a cache setting for this drive:
— Enabled: Enable the disk cache.
— Disabled: Disable the disk cache.

— Unchanged: (the default) Leave the current disk cache policy unchanged.

Optimum Controller Settings for Fast Path

Write Policy: Write Through
IO Policy: Direct 10

Read Policy: No Read Ahead
Stripe Size: 64 KB

Creating a Virtual Drive Using Simple Configuration

Simple configuration is the quickest and easiest way to create a new storage configuration. When you select

simple configuration mode, the system creates the best configuration possible using the available drives.

NOTE You cannot create spanned drives using the simple
configuration procedure. To create spanned drives, use the
advanced configuration procedure described in Creating a

Virtual Drive Using Advanced Configuration.

Follow these steps to create a new storage configuration in simple configuration mode.

1. Perform either of the following steps:
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— Right-click the controller node in the device tree in the left frame of the MegaRAID Storage Manager
window, and select Create Virtual Drive.

—  Select the controller node, and select Go To > Controller > Create Virtual Drive in the menu bar, as

shown in the following figure.

Figure 93 Create Virtual Drive Menu Option
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The dialog for the configuration mode (simple or advanced) appears, as shown in the following figure.

Figure 94 Create Virtual Drive - Choose mode

§ Create ¥irtual Drive - Choose mode
LSI:2
C
This wizard will help wou quickly create virtual drives.

Choose how to create the virtual drive:

Specify a limited number of settings and have the system pick drives For vou, This is the easiest way to create a
wirkbual drive.

" Advanced

Choose additional settings and cuskomize virtual drive creation. This option provides greater flexibilicy when creating
wirkual drives Far vour specific requirements,

Cancel | Mext I Help |

2. Select the Simple radio button, and click Next.

The Create Virtual Drive -Allocate capacity dialog appears, as shown in the following figure. If

unconfigured drives are available, you have the option to use those unconfigured drives. If unconfigured
134



B Configuration

drives are available, the Create Drive Group Settings window appears, and you can go to step 4.

Figure 95 Using the Free Capacity of an Existing Drive Group

£ Create Virtual Drive - Allocate capacity

‘Where do you want to create the new virtual drive?

() Use free capacity on an existing drive grougt

Select a drive group:

| Drive group name RAID level Free capacity

DG-0 : Free Capacity Node 0 FAID O

() Use unconfigured drives(create new drive group)

Cancel ][ Back ]| Mext H Help ]

3. Perform either of the two options;

— If a drive group exists, select the Use free capacity on an existing drive group radio button and click

Next. Continue with step 4. The Create Virtual Drive window appears, as shown in the following

figure. If different types of drives are attached to the controller, such as HDD, SDD, SAS,and SATA, an

option appears to allow drive type mixing.

— Ifunconfigured drives are available, select the radio button to use the unconfigured drives, and click

Next. Continue with step 10. The Summary window appears as shown in Figure 203.
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Figure 96 Create Virtual Drive - Drive group and Virtual drive settings Dialog
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&
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If you want to allow different types of drives in a configuration, select the Use the drive type mixing check

box.

NOTE For best results, do not use drive type mixing.

Select the RAID level desired for the virtual drive.

When you use simple configuration, the RAID controller supports RAID levels 1, 5, and 6. In addition, it
supports independent drives (configured as RAID 0). The window text gives a brief description of the RAID

level that you select. The RAID levels that you can choose depend on the number of drives available.
Select the Assign a hot spare check box if you want to assign a dedicated hot spare to the new virtual drive.

If an unconfigured good drive is available, that drive is assigned as a hot pare. Hot spares are drives that

are available to replace failed drives automatically in a redundant virtual drive
(RAID 1, RAID 5, or RAID 6).
Select the Use drive security check box if you want to set a drive security method.

The LSI SafeStore Data Security Service encrypts data and provides disk-based key management for your data
security solution. This solution protects the data in the event of theft or loss of drives. See LS| MegaRAID

SafeStore Encryption Services, for more information about the SafeStore feature.
Use the drop-down listin the Virtual drives field to choose how many virtual drives you want to create.
Select the capacity of the virtual drives.

Each virtual drive has the same capacity.
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10. Click Next.

The Create Virtual Drive - Summary window appears, as shown in the following figure. This window shows
the selections you made for simple configuration.

Figure 97 Create Virtual Drive - Summary Window

£ Create Virtual Drive - Summary

LSk
L I’\}
Review the summary and go back if vou need to make corrections, The virtual drive(s) will be created when vou click finish,
Summary:

E.RJ\.ID level: : EAID 0O

ENu.mber of wvirtual drives: 1

;Capacity of each wvirtual driwve: 60,000 GB

|Drive security method: No encryption

|Number of drives used: 1

1 i

Cancel H Back H Finish H Help ]
NOTE If High Availability DAS is supported on the controller and

you are creating a virtual drive using simple configuration,
by default, the virtual drive is shared with the other servers in

that cluster.

11. Either click Back to return to the previous window to change any selections, or click Finish to accept
and complete the configuration.

The new virtual drive is created after you click Finish. After the configuration is completed, a dialog box

notifies you that the virtual drives were created successfully.

NOTE If you create a large configuration using drives that are in
Power-Save mode, it could take several minutes to spin up the
drives. A progress bar appears as the drives spin up. If any of the
selected unconfigured drives fail to spin up, a dialog box that

identifies these drives appears.
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5.1.4 Creating a Virtual Drive Using Advanced Configuration

The advanced configuration procedure provides an easy way to create a new storage configuration. Advanced
configuration gives you greater flexibility than simple configuration because you can select the drives and the
virtual drive parameters when you create a virtual drive. In addition, you can use the advanced configuration

procedure to create spanned drive groups.

Follow these steps to create a new storage configuration in the advanced configuration mode. This example

shows the configuration of a spanned drive group.

1. Perform either of the following steps to bring up the Configuration wizard:
— Right-click the controller node in the device tree in the left frame of the MegaRAID Storage

Manager window, and select Create Virtual Drive.

— Select the controller node, and select Go To > Controller > Create Virtual Drive in the menu bar.

The dialog for the choosing the configuration mode (simple or advanced) appears, as shown in the following
figure.

Figure 98 Create Virtual Drive - Choose mode Dialog
§ Create Yirtual Drive - Choose mode
LSI1:3
This wizard will help wou guickly create virtual drives,

Choose how to create the virtual drive:

Specify a limited number of settings and have the system pick drives For you, This is the easiest way to create a
wirtual drive.

* Advanced

Choose additional settings and customize wirkual drive creation, This option provides greater Flexibility when creating
wirtual drives for vour specific requirements,

Cancel | Mext I Help |

138



H Configuration

2. Select the Advanced radio button, and click Next.

The Create Drive Group Settings window appears, as shown in the following figure.

Figure 99 Create Drive Group - Drive Group Settings Window

Creste Drivie Group - Drive Group Settings

LS
Create the drive group by specifying the FAID level and Drive security method,
RAID vl
(RAIDD LI iiia S.itals For high performance with 2eto dats redundancy . Choosa this option
} oy Fot mor-oritical data,
Dyive security retaod:
[ ;I Drive secunty wall make the virtusl drres Seoxe by appinng encrypbon oo to
| undertying data in the drivae,
Select powe save mode;
B b
! data ard avod spinming up online drives when possible.
Select unconfigured dives: Drive gpoians:

Drivs | tvpe |capscky|
= Backpane (252), 9ct: 7 S5 136.73..,
0 Backplane (252), Sobi 6 SATA  931.51...

L51 MegaRt AID SAS QFR00E-Be (Fus 2 Dev 0)
H Dirbwe Groupd
i

4 | I3

3. Select the following items on the Create Drive Group - Drive Group Settings window:
a. Select the RAID level desired for the drive group from the drop-down menu. To make a spanned drive,
select RAID 10, RAID 50, or RAID 60 in the RAID level field.
Drive Group 0 and Span 0 appear in the Drive groups field when you select RAID 10, 50, or 60.

The RAID controller supports RAID levels 1, 5, 6, 10, 50, and 60. In addition, it supports independent
drives (configured as RAID 0 and RAID 00). The dialog text gives a brief description of the RAID level that

you select. You can choose the RAID levels depending on the number of available drives.
b. Scroll down the menu for the Drive security method field if you want to set a drive security method.

The drive security feature provides the ability to encrypt data and use disk-based key management for
your data security solution. This solution provides protection to the data in the event of theft or loss of
drives. See LSI MegaRAID SafeStore Encryption Services, for more information about drive security and

encryption.
c. Select unconfigured drives from the list of drives, and click Add> to add them to the drive group.

The selected drives appear under Span 0 below Drive Group 0, as shown in the following figure.
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Figure 100 Span 0 of Drive Group 0
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d. Click Create Span to create a second span in the drive group.

e. Select unconfigured drives from the list of drives, and click Add> to add them to the second drive group.

The selected drives appear under Span 1 below Drive Group 0, as shown in the following figure.

Figure 101 Span 0 and Span 1 of Drive Group 0
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f. Click Create Drive Group to make a drive group with the spans.

g. Click Next to complete this step.
The Create Virtual Drive - Virtual drive settings window appears, as shown in the following figure.
The drive group and the default virtual drive settings appear. The options to update the virtual drive or

remove the virtual drive are grayed out until you create the virtual drive.

NOTE The parameters in the Create Virtual Drive - Virtual drive
settings window display in Disabled mode (grayed out) for
SAS-Integrated RAID (IR) controllers because these parameters

do not apply to SAS-IR controllers.

Figure 102 Create Virtual Drive - Virtual Drive Settings Window
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NOTE If you select Write Back with BBU as the write policy, and no
battery exists, the battery is low or failed, or the battery is
running through a re-learn cycle, the write policy switches to
Write Through. This setting eliminates the risk of data loss in
case of a power failure. A message window notifies you of this

change.
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NOTE If the controller supports High Availability DAS, the Provide
Shared Access option appears in the above dialog. Select this
option if you want the virtual drive to be shared between the

two servers in a cluster.

4. Change any virtual drive settings, if desired.
See Selecting Virtual Drive Settings, for more information about the virtual drive settings.
5. Click Create Virtual Drive.
The new virtual drive appears under the drive group. The options Update Virtual Drive and Remove

Virtual Drive are available. Update Virtual Drive allows you to change the virtual drive settings, and

Remove Virtual Drive allows you to delete the virtual drive.

6. Click Next.
The Create Virtual Drive - Summary window appears, as shown in the following figure. This window shows

the selections you made for advanced configuration.

Figure 103 Create Virtual Drive - Summary Window
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Click Back to return to the previous window to change any selections, or click Finish to accept and complete

the configuration.

After you click Finish, the new storage configuration is created and initialized according to the selected

options.

NOTE If you create a large configuration using drives that are in
Power-Save mode, it can take several minutes to spin up the
drives. Aprogress bar appears as the drives spin up. If any of the
selected unconfigured drives fail to spin up, a dialog appears

that identifies the drives.

After the configuration is completed, a dialog notifies you that the virtual drives were created successfully.

Click OK.

The Enable SSD Caching on New Virtual Drives dialog appears.

The newly created virtual drive is enabled for SSD caching by default.

Click OK to confirm SSD caching on the virtual drive. Click No if you want to disable SSD caching on the
virtual drive.

The All check box is selected by default. To disable SSD caching on the virtual drives, deselect the All check
box. If more drive capacity exists, the dialog asks whether you want to create more virtual drives. If no more

drive capacity exists, you are prompted to close the configuration session.

Select either Yes or No to indicate whether you want to create additional virtual drives.

If you select Yes, the system takes you to the Create Virtual Drive - Drive group and Virtual drive settings

Dialog. If you select No, the utility asks whether you want to close the wizard.
If you selected No in the previous step, select either Yes or No to indicate whether you want to close the

Wizard. If you select Yes, the Configuration wizard closes. If you select No, the dialog closes, and you remain

on the same page.
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5.2 Creating Hot Spare Drives

Hot spares are drives that are available to automatically replace failed drives in a RAID 1, RAID 5, RAID 6, RAID 10,
RAID 50, or RAID 60 virtual drive. Dedicated hot spares can be used to replace failed drives in a selected drive

group only. Global hot spares are available to any virtual drive on a specific controller.
To create a dedicated or global hot spare drive, follow these steps:

1. Select the Physical tab in the left panel of the MegaRAID Storage Manager main menu, and click the icon of

an unused drive.
For each drive, the window displays the port number, enclosure number, slot number, drive state, drive
capacity, and drive manufacturer.

2. Either select Go To > Physical Drive > Assign Global Hot Spare, or select Go To > Physical Drive > Assign
Dedicated Hot Spare.

3. Perform one of these actions:
—  Ifyou selected Assign Dedicated Hotspare, select a drive group from the list that appears. The hot

spare is dedicated to the drive group that you select.

NOTE If the controller supports High Availability DAS, dedicated hot
spares can be assigned to only one drive group. If you try to
assign dedicated hot spares to more than one drive group, an
error message appears.
— Ifyou selected Assign Global Hotspare, skip this step, and go to the next step. The hot spare is

available to any virtual drive on a specific controller.

4. Click Go to create the hot spare.

The drive state for the drive changes to dedicated or global hot spare, depending on your selection.

5.3 Changing Adjustable Task Rates

If you want to change the Rebuild rate and other task rates for a controller, you must firstlog onto the server in Full

Access mode.

NOTE Leave the adjustable task rates at their default settings to achieve
the best system performance. If you raise the task rates above the
defaults, foreground tasks will run more slowly and it might
seem that the system is not responding. If you lower the task

rates below the defaults, rebuilds and other background tasks
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might run very slowly and might not complete within a
reasonable time. If you decide to change the values, record the
original default values here so you can restore them later, if

necessary: Rebuild rate: ,

Background Initialization (BGI) rate: , Check

consistency rate:

To change the adjustable task rates, perform the following steps:

1. Select a controller icon in the Physical tab or the Logical tab in the left panel of the MegaRAID Storage

Manager window.
2. Select Go To > Controller > Set Adjustable Task Rates from the menu bar.

The Set Adjustable Task Rates window appears, as shown in the following figure.

Figure 104 Set Adjustable Task Rates Menu

g Set Adjustable Task Rates

LS|z
. Description : User configurable task rate priu::rities for controller
Rebuild Rate (%) 30
Patrol Rake (%) 30

Bl Rate (o) 50

Check Cansistency Rate (%) 30

dlalal )

Reconstruckion Rate (9% 30

2k, I Zancel |

3. Enter changes, as needed, to the following task rates:

— Rebuild Rate. Enter a number from 0 to 100 to control the rate at which arebuild will be performed on
a drive when one is necessary. The higher the number, the faster the rebuild will occur (and the system

I/O rate may be slower as a result).
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— Patrol Rate. Enter anumber from 0 to 100 to control the rate at which patrol reads will be performed.
Patrol read monitors drives to find and resolve potential problems that might cause drive failure. The
higher the number, the faster the patrol read will occur (and the system I/O rate may be slower asa
result).

— Background Initialization (BGI) Rate. Enter a number from 0 to 100 to control the rate at which virtual
drives areinitialized “in the background.” Background initialization establishes mirroring or parity for a
RAID virtual drive while allowing full host access to the virtual drive. The higher the number, the faster
the initialization will occur (and the system I/O rate may be slower as a result).

— Check Consistency Rate. Enter a number from 0 to 100 to control the rate at which a consistency check
is done. A consistency check scans the consistency data on a fault tolerant virtual drive to determine if the
data has become corrupted. The higher the number, the faster the consistency check is performed (and
the system I/O rate may be slower asa result).

— Reconstruction Rate. Enter a number from 0 to 100 to control the rate at which reconstruction of a
virtual drive occurs. The higher the number, the faster the reconstruction occurs (and the system I/O

rate may be slower as a result).

4. Click Ok to accept the new task rates.

5. When the warning message appears, click OKto confirm that you want to change the task rates.

Changing Power Settings

The RAID controller includes Dimmer Switch technology that conserves energy by placing certain unused drives
into Power-Save mode. In Power-Save mode, the drives use less energy, and the fan and the enclosure require less
energy to cool and house the drives, respectively. Also, this technology helps avoid application timeouts caused by

spin-up delays and drive wear caused by excessive spin-up/down cycles.

You can use the Power Settings field in the MegaRAID Storage Manager software to choose whether to

allow unconfigured drives or Commissioned Hotspares to enter Power-Save mode.

NOTE The Dimmer Switch technology is enabled by default.

When they are in the Power-Save mode, unconfigured drives and drives configured as Commissioned
Hotspares (dedicated or global) can be spun down. When spun down, the drives stay in Power-Save mode

except for periodic maintenance, which includes the following:

m  Periodic background media scans (Patrol Read) to find and correct media defects to avoid losing data

redundancy (hot spare drives only)

m  Use of a Commissioned Hotspare to rebuild adegraded drive group (Commissioned Hotspare drives only)
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m  Update of disk data format (DDF) and other metadata when you make changes to RAID configurations

(Commissioned Hotspare drives and unconfigured drives)

NOTE If your controller does not support this option,

the Power Settings field does not appear.

Follow these steps to change the power-save setting.

1. Select a controller icon in the Physical tab or the Logical tab in the left panel of the MegaRAID Storage
Manager window.

2. Select Go To > Controller > Manage Power Settings from the menu bar.

The Manage Power Save Settings dialog appears.

Figure 105 Manage Power Save Settings
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save mode,

(]4 Zancel

3. Select the Unconfigured Drives check box to let the controller enable the unconfigured drives to enter the
Power-Save mode.

4. Selectthe Hot spare Drives check box to let the controller enable the Hot spare drives to enter the

Power-Save mode.

5. Select the drive standby time (Alt+D) using the drop-down list from the Drive standby time field.

NOTE The Drive Standby time drop-down list is enabled only if any
of the check boxes above it are checked. The drive standby time

can be 30 minutes, 1 hour, 1.30 hours, or 2 hours through 24

hours.
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6. Click OK.

The Power-Save settings are saved. After you click OK, a confirmation dialog appears prompting you to save

your changes.

If you do not specify the Power-Save settings in the Manage Power Save Settings dialog, a confirmation
dialog appears. The confirmation dialog mentions that the system does not have power savings for any of

the drives, and asks if you would like to proceed.

Recovering and Clearing Punctured Block Entries

You can recover and clear the punctured block area of a virtual drive.

ATTENTION This operation removes any data stored on the physical drives.
Back up the good data on the drives before making any changes

to the configuration.

When a Patrol Read or a Rebuild operation encounters a media error on the source drive, it punctures a block on
the targetdrive to prevent the use of the data with the invalid parity. Any subsequent read operation to the
punctured block completes but with an error. Consequently, the puncturing of a block prevents any invalid

parity generation later while using this block.

To recover or clear the punctured block area of a virtual drive, run a Slow (or Full) Initialization to zero out

and regenerate new parity causing all bad block entries to be removed from the bad block table.

To run a Slow (or Full) Initialization, see Selecting Virtual Drive Settings.

Changing Virtual Drive Properties

You can change the read policy, write policy, and other virtual drive properties at any time after a virtual

drive is created.

ATTENTION Do not enable drive caching on a mirrored drive group (RAID
1 or RAID 1E). If you do, data can be corrupted or lost in the
event of a sudden power loss. Awarning appears if you try to

enable drive caching for a mirrored drive group.

NOTE For virtual drives with SAS drives only, set the drive write cache
policy setto Disabled, by default. For virtual drives with SATA
drives only, set the drive write cache policy to Enabled, by

default.
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To change the virtual drive properties, perform the following steps:

1. Selectavirtual drive icon in the Physical tab or the Logical tab in the left panel of the MegaRAID Storage

Manager window.

2. Select Go To > Virtual Drive > Set Virtual Drive Properties from the menu bar.

The Set Virtual Drive Properties dialog appears, as shown in the following figure.

Figure 106 Set Virtual Drive Properties Dialog
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NOTE If the controller supports High Availability DAS, the Provide

Shared Access check box appears in the above dialog. Select

this option if you want the virtual drive to be shared between

the two servers in a cluster.

3. Change the virtual drive properties as needed.

For information about these properties, see Selecting Virtual Drive Settings.

4. Click OKto accept the changes.The virtual drive settings are updated.
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5.7 Changing a Virtual Drive Configuration

You can remove drives from its drive group or replace the drives using configuration in the MegaRAID

Storage Manager software.

ATTENTION Be sure to back up the data on the virtual drive before you

change its configuration.

NOTE You cannot change the configuration of a RAID 10, RAID 50, or
RAID 60 virtual drive. You cannot change a RAID 0, RAID 1, RAID 5,
or RAID 6 configuration if two or more virtual drives are defined
onasingle drive group. (The Logical tab shows which drive

groups and drives are used by each virtual drive.)

5.71 Removing a Drive from a Configuration

ATTENTION Be sure to back up the data on the virtual drive before you

remove a drive from it.

Follow these steps to remove a drive from a RAID 1, RAID 5, or RAID 6 configuration.

NOTE This option is not available for RAID 0 configurations.

1. Click the Logical tab in the left panel of the MegaRAID Storage Manager window.
2. Clickadrive icon in the left panel of the window.

3. Either select Go To > Physical Drive > Make Drive Offline on the menu bar, or right-click the drive, and select

Make Drive Offline from the menu.

Aconfirmation message appears. The message states that this operation cannot be aborted and asks

whether you want to continue.

4. Click Yes to accept and complete the removal of the drive from the drive group.
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5.7.2 Replacing a Drive

ATTENTION Be sure to back up the data on the virtual drive before you

replace a drive.

Follow these steps to add a replacement drive and copy the data from the drive that was removed to the
replacement drive.

1. Click the Logical tab in the left panel of the MegaRAID Storage Manager window.

2. Selectadrive in the left panel of the window.

3. Either select Go To > Physical Drive > Replace Physical Drive on the menu bar, or right-click the virtual

drive icon to access the Modify Drive Group wizard.

The dialog with the replacement drive appears, as shown in the following figure.

Figure 107 Drive Replacement Window
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4. Select areplacement drive.
Aconfirmation message appears.
5. Click Yes.

This step replaces a drive and copies the data to the selected component.
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5.8 Deleting a Virtual Drive

CAUTION Make sure to back up the data that is on the virtual drive before
you delete it. Make sure that the operating system is not

installed on this virtual drive.
You can delete virtual drives to rearrange the storage space. To delete a virtual drive, follow these steps.

1. Back up all user data that is on the virtual drive you want to delete.

2. Onthe MegaRAID Storage Manager window, select the Logical tab, and click the icon of the virtual drive

you want to delete.
3. Select Go To > Virtual Drive > Delete Virtual Drive.

4. When the warning messages appear, click Yes to confirm that you want to delete the virtual drive.

NOTE You are asked twice if you want to delete a virtual disk to

avoid deleting the virtual disk by mistake.

152



n Monitoring Controllers and Their Attached Devices

Chapter 6 Monitoring Controllers and Their Attached Devices

6.1

This chapter explains how to use the MegaRAID Storage Manager software to monitor the status of drives,

virtual drives, and other storage devices.

The MegaRAID Storage Manager software enables you to monitor the activity of all the controllers presentin
the system and the devices attached to them. It does a background check every one hour to verify if the
controller and the system time are in synch. If the time difference between the controller and the system is
more than 90 seconds, the MegaRAID Storage Manager software synchronizes the time so that the controller

time and the system time are in synch.

When you perform an operation on devices (such as the creation of a new virtual drive) or when devices
automatically go from an optimal state to a different state (such as a created virtual drive goes to a degraded state
or a Battery Backup Unit goes bad), the MegaRAID Storage Manager software gets those events from the

controller and gives a notification to you, using different alert delivery methods.

Alert Delivery Methods

Based on the severity level (Information, Warning, Critical and Fatal), the default alert delivery methods change.
By default, each severity level has one or more alert delivery methods configured for it, as shown in the following
table. To modify these alert delivery methods, see Configuring Alert Notifications. The different alert delivery

methods are as follows:

= Vivaldi Log/MegaRAID Storage Manager Log
s System Log
m  Pop-up Notification

m  Email Notification

Table 21 Severity Level and Default Alert Delivery Methods

Severity Level Default Alert Delivery Method Meaning

Information | Vivaldi log/MegaRAID Storage Manager log and System log Informational message. No user action is
necessary.

Warning Vivaldi log/MegaRAID Storage Manager log and System log 222?1? component might be close to a failure

Critical Vivaldi log/MegaRAID Storage Manager log, System log, and l’;\)g?g;ptgne”t has failed, but the system has not

Popup Notification

Fatal Vivaldi log/MegaRAID Storage Manager log, System log, Popup |/Acomponent has failed, and data loss has
occurred or will occur.
Notification, and Email Notification
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6.1.1

Vivaldi Log/MegaRAID Storage Manager Log

By default, all the severity events appear in the Vivaldi log/MegaRAID Storage Manager log and are displayed at

the bottom of the MegaRAID Storage Manager main menu window. Each message that appears in this log has a

severity level that indicates the importance of the event (severity), a date and timestamp (when it occurred),

and a brief description, as show in the following figure.

Figure 108 Vivald Log
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The following events appear in the log when the MegaRAID Storage Manager application is connected to the

server.

= Successful log on to the server.

= Successful log out from the server.

= Server log cleared.

=  Full access denied on the server.

You can double click on an event to display the same information in a separate window. For a list of all events,

see Events and Messages. The status bar at the bottom of the screen indicates whether the log is a MegaRAID

Storage Manager server log or a locally stored log file.
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When a Vivaldi log/MegaRAID Storage Manager log appears, the Log menu has the following options:

= Save Log: Saves the currentlogtoa .1log file.

= Save Log Text: Saves the currentlog in .txt format.

Load: Enables you to load alocal . 1og file in the bottom of the MegaRAID Storage Manager main menu

window. If you select the Load menu, you will not be able to view the current log.

Rollback to Current Log: This menu appears if we have loaded the logs from alocal . 10g file. Once you
select this menu, you can view the current log.

Clear Log: Clears the current log information, if you have full access (versus view-only access). You have

the option to save the log first.

6.1.2 System Log

By default, all the severity events are logged in the local syslog. Based on the operating system you are using,

the system log is logged in the following syslog locations:

= In Windows, the system log is logged in Event Viewer > Application.
= InLinux, the system logislogged in /var/log/messages.

m In Solaris, the system log islogged in /var/adm/messages.
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6.1.3 Pop-up Notification

By default, fatal and critical events are displaying in a pop-up notification. Pop-up notification is started
automatically when you login to the operating system. Through this feature, you can view multiple events in a

single pop-up window as shown in the following figure.

Figure 109 Pop-up Notification
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6.1.4 Email Notification

By default, fatal events are displayed as email notifications. Based on your configuration, the email notifications

are delivered to you as shown in the following figure.

In the email notification, besides the event’s description, the email also contains system information and the
controller’s image details. Using this additional information, you can find out the system and the controller on

which the fatal error occurred.
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Figure 110 Email Notification
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To: sohamk@inbanesg02 in Isil.com
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A
T

Controller ID: 0 Configuration cleared
Generated on:Sat Apr 10 18:26:09 2010

SYSTEM DETAILS---

IP Address: 135.24.228.182
OS Name: W2K3 32

O8 Version: 5.02

Drver Name: msas2k3.sys
Dnver Version: 4.22.0.32

IMAGE DETATLS---

BIOS Version: 1.40.02-0514
Firmware Package Version: 9.1.1-0012
Firmware Version: 2.02.00

Configuring Alert Notifications

The Alert Notification Configuration feature allows you to control and configure the alerts that the MegaRAID

Storage Manager software sends when various system events occur. Select Tools > Configure Alerts

on the main menu screen.

NOTE The Configure Alerts option differs based on your configuration.
If the MegaRAID Storage Manager Framework connects to a
Linux, Solaris, or a Windows server, the Tools menu shows the
Configure Alerts option. If Monitor Plugin is configured on the
server, the Tools menu shows the Monitor Configure Alerts

option.

The Configure Alerts window appears, as shown in the following figure. The window contains three tabs: Alert

Settings, Mail Server, and Email.
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Figure 111 Configure Alerts
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You can select the Alert Settings tab to perform the following actions:

m  Edit the alert delivery method for different severity levels.
m  Change the method of delivery for each individual event.
m  Change the severity level of eachindividual event.

m  Savean .xml backup file of the entire alert configuration.

m Loadall the values from a previously saved backup into the dialog to edit or save these values asthe current

alert notification configuration.

NOTE When you load a saved backup file, all unsaved changes made in

the current session will be lost.
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You can select the Mail Server tab to perform the following actions:

m  Enter or edit the sender email address.

Enter the SMTP server name or the IP address.

Enter the SMTP server authentication related information (user name and password).

NOTE These fields are optional and are filled only when the SMTP

server requires authentication.

Save an . xm1 backup file of the entire alert configuration.

Load all of the values from a previously saved backup into the dialog to edit or save these values as the

current alert notification configuration.
NOTE When you load a saved backup file, all unsaved changes made in
the current session will be lost.
You can select the Email tab to perform the following actions:

m  Add new email addresses for recipients of alert notifications.

Send test messages to the recipient email addresses.
= Remove email addresses of recipients of alert notifications.

m  Savean .xml backup file of the entire alert configuration.

Load all of the values from a previously saved backup into the dialog to edit or save these values as the

current alert notification configuration.

NOTE When you load a saved backup file, all unsaved changes made in

the current session will be lost.
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Editing Alert Delivery Methods

You can edit the default alert delivery methods, such as pop-up, email, system log, or the Vivaldi

Log/MegaRAID Storage Manager log to a different severity level (Information, Warning, Critical and Fatal).
Perform the following steps to edit the alert delivery methods:

1. Onthe Configure Alerts window, click the Alerts Setting tab.
2. Under the Alerts Delivery Methods heading, select one of the severity levels.

3. Click Edit. The Edit dialog appears.

Figure 112 Edit Dialog
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4. Select the desired alert delivery methods for alert notifications at the event severity level.

5. Click OK to set the delivery methods used for the severity level that you selected.
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Changing Alert Delivery Methods for Individual Events

You can change the alert delivery options for an event without changing the severity level.

1. Onthe Configure Alerts window, click the Alerts Setting tab.

The Alerts Setting portion of the window appears.

2. Click Change Individual Events.

The Change Individual Events dialog appears, as shown in the following figure. The dialog shows the events

by their ID number, description, and the severity level.

Figure 113 Change Individual Events
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3. Clickanevent in the listto select it. The current alert delivery methods appear for the selected eventin the

Alert Delivery Methods frame.

4. Select the desired alert delivery methods for the event.

5. Click OK to return to the Configure Alerts window.

6. You may click Cancel to discard your current changes and to go back to the Configure Alerts window.

~

NOTE

. In the Configure Alerts window, click OK.

You can click Restore Defaults to revert back to the default alert
delivery method and the default severity level of an individual
event. For more information, see Roll Back to Default Individual

Event Configuration.
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Changing the Severity Level for Individual Events

To change the event severity level for a specific event, perform the following steps:

1. Onthe Configure Alerts window, click the Alerts Setting tab.
The Alerts Setting portion of the window appears.
2. Click Change Individual Events.

The Change Individual Events dialog appears. The dialog shows the events by their ID number, description,

and severity level.
3. Clickanevent in the listto select it.

The current severity appears in the Severity cell for the selected event.
4. Click the Severity cell for the event.

The Event Severity drop-down menu appears for that event, as shown in the following figure.

Figure 114 Change Individual Events Severity Level Menu
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5. Select a different severity level for the event from the menu.

6. Click OKto return to the Configure Alerts window.

7. You may click Cancel to discard your current changes and to go back to the Configure Alerts window.
8. In the Configure Alerts window, click OK to save all the changes made to the events.



6.6

n Monitoring Controllers and Their Attached Devices

Roll Back to Default Individual Event Configuration

To revert back to the default alert delivery method and the default severity level of an individual event, perform

the following steps:

1.

On the Configure Alerts window, click the Alerts Setting tab.
The Alerts Setting portion of the window appears.
Click Change Individual Events.

The Change Individual Events dialog appears, as shown in Change Individual Events. The dialog shows

the events by their ID number, description, and the severity level.
Click Restore Defaults.

The Change Individual Events dialog appears with the default alert delivery method and the default

severity level of all individual events.
Click OK to return to the Configure Alerts window.

In the Configure Alerts window, click OK to save all the changes made to the events.
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6.7 Entering or Editing the Sender Email Address and SMTP Server

You can use the Configure Alerts window to enter or edit the sender email address and the SMTP server.

1. Onthe Configure Alerts window, click the Mail Server tab.

The Mail Server options appear, as shown in the following figure.

Figure 115 Mail Server Options
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2. Enter asender’s email address in the Sender email address field, or edit the existing sender email address.
Enter your SMTP server name/IP Address in the SMTP Server field, or edit the existing details.

Clear the Use Default check box to enter the desired port number in the Port field.

o &> v

Click OK.
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Authenticating the SMTP Server

The MegaRAID Storage Manager software supports a SMTP authentication mechanism called Login. This

feature provides an extra level of security, while sending an email from the MegaRAID Storage Manager

server.

To enter or modify the SMTP server authentication information, perform the following steps:

1.

On the Configure Alerts window, click the Mail Server tab.
The Mail Server options appear, as shown in Mail Server Options.

If on your SMTP server, the authentication mechanism is enabled and if you want to enable this feature on
the MegaRAID Storage Manager software, then you need to select the This Server requires
authentication check box and enter the authentication details in the corresponding fields (User name
and Password).

If you do not want to enable this feature on the MegaRAID Storage Manager software or if you know that
your SMTP server does not support the Login mechanism, then de-select the This Server requires

authentication check box.

NOTE The This Server requires authentication check boxis

selected by default.

Enter a user name in the User name field.
This step is optional if This Server requires authentication check box s selected.
Enter the password in the Password field.
This step is optional if This Server requires authentication check box s selected.

Click OK.
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Adding Email Addresses of Recipients of Alert Notifications

The Email tab in the Configure Alerts window shows the email addresses of the recipients of the alert
notifications. The MegaRAID Storage Manager software sends alert notifications to those email addresses. Use
the Configure Alerts window to add or remove email addresses of recipients and to send test messages to

recipients that you add.
To add email addresses of recipients of the alert notifications, perform the following steps:

1. Click the Email tab in the Configure Alerts window.

Figure 116 Adding Email Settings
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2. Enter the email address you want to add in the New recipient email address field.

3. Click Add.The new email address appears in the Recipient email addresses field.

Testing Email Addresses of Recipients of Alert Notifications

Use the Email tab in the Configure Alerts window to send test messages to the email addresses that you added
for the recipients of alert notifications.
1. Click the Email tab on the Configure Alerts window.
The Email section of the window appears, as shown in Figure 233.
2. Click an email address in the Recipient email addresses field.

3. Click Test
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4. Confirm whether the test message was sent to the email address.

A pop-up message indicates if the test message sent to the email address was successful. If the
MegaRAID Storage Manager software cannot send an email message to the email address, an error

message appears.

Removing Email Addresses of Recipients of Alert Notifications

Use the Email tab in the Configure Alerts window to remove email addresses of the recipients of alert

notifications.

1.

Click the Email tab on the Configure Alerts window.

The Email section of the window appears, as shown in Figure 233.
Click an email address in the Recipient email addresses field.
The Remove button, which was grayed out, is now active.

Click Remove.

The email address is deleted from the list.

Saving Backup Configurations

You can save an . xm1 backup file of the entire alert configuration. This includes all the settings on the three tabs
(Alert Settings, Mail Server, and Email).

1.
2.

On the Configure Alerts window, click the Alert Setting tab, the Mail Server tab, or the Email tab.
Click Save Backup.

The drive directory appears.

Enter a filename with an . xm1 extension for the backup configuration (in the format filename.xml).
Click Save.

The drive directory disappears.

Click OK.

The backup configuration is saved, and the Configure Alerts window closes.
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6.13 Loading Backup Configurations

You can load all of the values from a previously saved backup into the Configure Alerts window (all tabs) to

edit or save these values as the current alert notification configuration.

NOTE If you choose to load a backup configuration and the Configure
Alerts window currently contains changes that have not yet
been saved as the current alert notification configuration, the

changes will be lost. You are prompted to confirm your choice.
1. Onthe Configure Alerts window, click the Alert Setting tab, the Mail Server tab, or the Email tab.
2. Click Load Backup.

You are prompted to confirm your choice. The drive directory appears from which you can select a

backup configuration to load.
3. Select the backup configuration file (it should be in . xm1 format).
4. Click Open.

The drive directory disappears.
5. Click OK.

The backup configuration is saved, and the Configure Alerts window closes.

6.14 Monitoring Server Events

The MegaRAID Storage Manager software enables you to monitor the activity of MegaRAID Storage Manager

users in the network.

When a user logs on/logs off from the application, the event message appears in the log displayed at the bottom
of the MegaRAID Storage Manager screen (the Vivaldi log/MegaRAID Storage Manager Log). These event message
have a severity level, a date and timestamp (User log on/ log off time), and a brief description that contains a user

name, client IP address, an access mode (full/view only) and a client system time.

168



6.15

n Monitoring Controllers and Their Attached Devices

Monitoring Controllers

When the MegaRAID Storage Manager software is running, you can see the status of all the controllers in the left

oy

panel. If a controller is operating normally, the controller icon looks like this: .@” If a controller has failed, a small red
circle appears next to the icon.

To display the complete controller information, click on a controller icon in the left panel of the MegaRAID
Storage Manager main menu. The controller properties appear in the right panel as shown in the following figure.

Most of the information on this tab is self-explanatory.

Figure 117 Controller Properties
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In the above dialog, the following properties appear under the High Availability Properties heading if the
controller supports High Availability DAS:

m  Topology Type - Indicates whether clustering is supported or not on the controller. Possible values for this

field are Server Storage Cluster, or None.

= Maximum Controller Nodes - Indicates the total number of servers in a cluster.

= Domain ID - Shows the domain ID of the two servers in a cluster. The domain ID for both the servers is the
same.

m  Peer Controller Status - Indicates if both the servers in a cluster are running or not. The possible values are
Active, Inactive, or Incompatible.

= Incompatibility Details - Indicates the reason for the incompatibility between the servers in a cluster.
The possible values are FW Level Mismatch, HW Incompatibility, Controller Property Mismatch,

Premium Features Mismatch, or None.
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NOTE If the controller does not support High Availability DAS,
only the Topology Type property appears under the High

Availability Properties heading, with the value None.

The Rebuild rate, Patrol read rate, Reconstruction rate, Consistency check rate, and BGlI rate (background
initialization) are all user selectable. For more information, see Changing Adjustable Task Rates. The BBU Present

field indicates whether a battery backup unit is installed.

The Alarm Enabled field indicates whether the controller has an alarm to alert the user with an audible tone
when there is an error or a problem on the controller. Options are available for disabling or silencing the alarm

by right clicking on a controller icon or by selecting Go To > Controller menu.

The controller properties are defined in the Glossary.
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Monitoring Drives

When the MegaRAID Storage Manager software is running, you can see the status of all the drives in the left panel.

[Rrree

If a drive is operating normally, the icon looks like this: S I a drive has failed, a small red circle appears to the right

of the icon.

n Monitoring Controllers and Their Attached Devices

To display the complete drive information, click on a drive icon in the left panel of the MegaRAID Storage

Manager main menu. The drive properties appear in the right panel as shown in the following figure. The

information on this tab is self-explanatory. There are no user-selectable properties for physical devices. Icons for

other storage devices, such as CD-ROM drives and DAT drives, can also appear in the left panel.

Figure 118 Drive Properties
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The Power Status property displays the status On when a drive is spun up and displays the status Powersave

when a drive is spun down. Note that SSDdrive and other drives that never spin down still show On.
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If the drives are in a disk enclosure, you can identify which drive is represented by a disk icon on the left. To do

this, follow these steps:

1. Click the drive icon in the left panel.
2. Select Go To > Physical Drive > Start Locating Drive tab in the right panel.

The LED on the drive in the enclosure starts blinking to show its location.

NOTE LEDs on drives that are global hot spares do not blink.

3. Tostop thedrive light on the enclosure from blinking, select Go To > Physical Drive > Stop Locating Drive.

6.17 Running a Patrol Read

Apatrol read periodically verifies all sectors of the drives connected to a controller, including the system reserved
area in the RAID configured drives. You can run a patrol read for all RAID levels and for all hot spare drives. A patrol

read is initiated only when the controller isidle for a defined period and has no other background activities.

You can set the patrol read properties and start the patrol read operation, or you can start the patrol read

without changing the properties.

1. Clickacontroller icon in the left panel.

2. Select Go To > Controller > Set Patrol Read Properties, or right-click on a controller and select Set Patrol
Read Properties from the menu.

The Patrol Read - Set properties window appears, as shown in the following figure.
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Figure 119 Patrol Read - Set Properties
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3. Select an operation mode for patrol read from the following options:

— Automatic: Patrol read runs automatically at the time interval you specify on this window.

controller options window.

— Disabled: Patrol read does not run.

(Optional) Specify amaximum count of drives to include in the patrol read.

The count must be anumber from 1 to 255.

Manual: Patrol read runs only when you manually start it, by selecting Start Patrol Read from the

(Optional) Click virtual drives in the list under the heading Virtual Drive to include in the patrol read and click

Add > or click Add All >> to include all of the virtual drives.

(Optional) Change the frequency at which the patrol read runs.

The default frequency is weekly (168 hours), which is suitable for most configurations. The other options

are hourly, daily, and monthly.

NOTE Leave the patrol read frequency and other patrol read settings
at the default values to achieve the best system performance. If
you decide to change the values, record the original default
values here so you can restore them later, if necessary: Patrol

Read Frequency:

, Continuous Patrolling: Enabled/Disabled,
Patrol Read Task Rate:
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7. (Optional) Set Patrol Read to run at a specific time.

The default setting for the patrol read is to start when you click OK on this window. To change the default
setting so that the patrol read starts at a specific time, follow these steps (otherwise, skip this step and
proceed to step 8):

a. Deselect the Perform Patrol Read when | press OK check box.

b. Select the month, year, day, and time to start the patrol read.
8. Click OK to enable your patrol read selections.

NOTE Patrol read does not report on its progress while it is running.

The patrol read status is reported only in the event log.

9. Click Go to enable these Patrol Read options.

To start a patrol read without changing the patrol read properties, follow these steps:

1. Click acontroller icon in the left panel of the MegaRAID Storage Manager main menu screen.
2. Select Go To > Controller > Start Patrol Read in the menu bar, or right-click a controller and select Start
Patrol Read from the menu.

3. When prompted, click Yes to confirm that you want to start a patrol read.

6.17.1 Patrol Read Task Rates

You have the option to change the patrol read fask rate. The task rate determines the amount of system resources

that are dedicated to a patrol read when it is running. Leave the patrol read task rate at its default setting.

If you raise the task rate above the default, the foreground tasks run slowly, and it might appear that the system is
not responding. If you lower the task rate less than the default, rebuilds and other background tasks might run

very slowly and might not complete within a reasonable time.

6.18 Monitoring Virtual Drives

When the MegaRAID Storage Manager softw running, you can see the status of all virtual drives. If a

virtual drive is operating normally, the icon looks like this:iijE . Color-coded circles appear next to the icon
to indicate the following:

m  Green: The server is operating properly.

m Yellow: The server is running in a partially degraded state (for example, if a drive has failed); the data is still

safe, but data could be lost if another drive fails.
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m  Orange: The serveris running in a degraded state.

m  Red: The server storage configuration has failed.

When the Logical tab is selected, the panel on the left shows which drives are used by each virtual drive. The

same drive can be used by multiple virtual drives.

To display complete virtual drive information, click the Logical tab in the left panel, and click on a virtual drive icon
in the left panel. The properties appear in the right panel as shown in the following figure. The RAID level, strip size,

and access policy of the virtual drive are setwhen the virtual drive is configured.

Figure 120 Virtual Drive Properties
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If High Availability DAS is supported on the controller, two additional virtual drive properties, GUID and Host

Access Policy appear on the Properties page.
m  GUID - Indicates a unique ID assigned to this virtual drive by the firmware.
m  HostAccess Policy - Indicates whether or not the virtual drive is shared between the servers in a cluster.

The values for this property are Shared, Exclusive, and Exclusive to Peer Controller.

You can change the read policy, write policy, and other virtual drive properties. To change these properties, see

Changing Virtual Drive Properties.

NOTE You can change the Read Policy, Write Policy, and other virtual
drive properties by selecting the virtual drive icon and then
selecting Go To > Virtual Drive > Set Virtual Drive Properties

in the menu bar.
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If the drives in the virtual drive arein a disk enclosure, you can identify them by making their LEDs blink. To
identify the drives, follow these steps:
1. Click the virtual drive icon in the left panel.

2. Eitherselect Go To > Virtual Drive > Start Locating Virtual Drive, or right-click a virtual drive and select Start

Locating Virtual Drive from the menu.
The LEDs on the drives in the virtual drive start blinking (except for the hot spare drives).

3. Tostop the LEDs from blinking, select Go To > Virtual Drive > Stop Locating Virtual Drive, or right-click a

virtual drive and select Stop Locating Virtual Drive from the menu.

6.19 Monitoring Rebuilds and Other Processes

The MegaRAID Storage Manager software lets you monitor the progress of rebuilds and other lengthy

processes in the Group Show Progress window.

To monitor the progress of these operations, open the show progress window by selecting Manage > Show

Progress on the menu bar.

The Group Show Progress dialog appears.

Figure 121 Group Show Progress Window
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The Group Show Progress window displays a percent-complete indicator for drive rebuilds. Rebuilds might
take a long time to complete. An up-arrow appears above the drive icon while it is being rebuilt.
Operations on virtual drives appear in the left panel of the window, and operations on drives appear in the

right panel. The type of operations that appear in this window are as follows:

= [nitialization of a virtual drive
= Rebuild

m  Consistency check

= Non FDE Physical Drive Erase
m  Virtual Drive Erase

m  Patrol Read

m LD Reconstruction

m LD Disassociate

m  PDClear

= Replace

m  Background Initialization (BGI)

AModify Drive Group process cannot be aborted. To abort any other ongoing process, click the Abort button next

to the status indicator. Click Abort All to abort all ongoing processes. Click Close to close the window.
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Chapter 7 Maintaining and Managing Storage Configurations

This chapter explains how to use the MegaRAID Storage Manager software to maintain and manage
storage configurations. Log on to the server in Full Access mode to perform the maintenance and

management tasks.

71 Initializing a Virtual Drive

When you create a new virtual drive with the Configuration Wizard, you can select the Fast Initialization or Full
Initialization option to initialize the disk immediately. However, you can select No Initialization if you want to

initialize the virtual drive later.

Toiinitialize a virtual drive after completing the configuration process, perform these steps:

1. Select the Logical tab in the left panel of the MegaRAID Storage Manager window, and click the icon of
the virtual drive that you want to initialize.

2. Select Go To > Virtual Drive > Start Initialization.
The Initialize dialog appears.

3. Select the virtual drives to initialize.

CAUTION Initialization erases all data on the virtual drive. Make sure to
back up any data you want to keep before you initialize a virtual
drive. Make sure the operating system is not installed on the

virtual drive you are initializing.
4. Select the Fast Initialization check box if you want to use this option.

If you leave the box unselected, the MegaRAID Storage Manager software runs a Full Initialization on the

virtual drive. (For more information, see Selecting Virtual Drive Settings.)
5. Click Start to begin the initialization.

You can monitor the progress of the initialization. See Monitoring Rebuilds and Other Processes for

more information.
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711 Running a Group Initialization

Initialization prepares the storage medium for use. You can run initialization on multiple drives at one time.

Follow these steps to run a group consistency check.
1. Select Manage > Initialize.
The Group Initialization dialog appears.

Figure 122 Group Initialization Dialog
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2. Either check the virtual drives on which to run the initialization, or click Select All to select all of the virtual

drives.

3. Click Start.

You can monitor the progress of the group initialization. See Monitoring Rebuilds and Other Processes for

more information.
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7.2 Running a Consistency Check

You should periodically run a consistency check on fault-tolerant virtual drives (RAID 1, 5, 6, 10, 50, or 60
configurations; RAID 0 does not provide data redundancy). A consistency check scans the virtual drive to

determine whether the data has become corrupted and needs to be restored.

For example, in a system with parity, checking consistency means computing the data on one drive and
comparing the results to the contents of the parity drive. You must run a consistency check if you suspect that

the data on the virtual drive might be corrupted.

NOTE Make sure to back up the data before running

a consistency check if you think the data might be corrupted.

To run a consistency check, first set the consistency check properties, and then schedule the consistency check.

This section explains how to set the properties, schedule the check, and run the consistency check.

7.21 Setting the Consistency Check Settings

Follow these steps to set the properties for a consistency check:
1. Click the Physical tab or the Logical tab and select a controller.
2. Click Go To > Controller > Set Consistency Check Properties.
The Set Consistency Check Properties dialog appears.
Figure 123 Set Consistency Check Properties Dialog
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3. Choose one of the two options:

Stop Consistency Check on Error: The RAID controller stops the consistency check operation if the

utility finds an error.

Continue Consistency Check and Fix Errors: The RAID controller continues the consistency check

if the utility finds and error, and then fixes the errors.

4. Click Ok.

Scheduling a Consistency Check

Follow these steps to set the properties for a consistency check:

1. Click the Physical tab or the Logical tab, and select the controller.

2. Select Go To > Controller > Schedule Consistency Check.

The Schedule Consistency Check dialog appears.

Figure 124 Schedule Consistency Check Dialog

£ Schedule Consistency Check

. Description ; Establish schedule For consistency check oper ation.

Fun consistency check:

Weekly _Y_l

[ Run consistency check continuously

LSIss

Advanced

Skart on:

IMarch

Skark kirme:

03:00 AM vl

Vl IZD Vl IZDID Vi

Ok i Cancel |

181



Q GeoUision:

3. Perform the following steps to schedule the consistency check:
a. Select how often to run the consistency check from the drop-down list.
You can click Advanced for more detailed date options.
b. (Optional) Select the Run consistency check continuously check box.
c. Select the month, day, and year on which to start the consistency
check. d. Select the time of day to start the consistency check.
4. Click Ok.

You can monitor the progress of the consistency check. See Monitoring Rebuilds and Other Processes for more

information.

7.2.3 Running a Group Consistency Check
You can run a consistency check on multiple drives at one time. Follow these steps to run a group consistency
check.

1. Select Manage > Check Consistency. The Group Consistency Check dialog appears.

Figure 125 Group Consistency Check Dialog
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2. Either check the virtual drives on which to run the consistency check, or click Select All to select all of the

virtual drives.
3. Click Start.

You can monitor the progress of the group consistency check. See Monitoring Rebuilds and Other

Processes for more information.

Scanning for New Drives

You can use the Scan for Foreign Configuration option to find drives with foreign configurations. A foreign
configuration is a RAID configuration that already exists on a replacement set of physical disks that you install in a
computer system. In addition, if one or more drives are removed from a configuration, by a cable pull or drive
removal, for example, the configuration on those drives is considered aforeign configuration by the RAID
controller. Drives that are foreign are listed on the physical drives list with a special symbol in the MegaRAID

Storage Manager software.

The utility allows you to import the existing configuration to the RAID controller or clear the configuration so you
can create a new configuration using these drives. You can preview the foreign configuration before you decide

whether to import it.

The MegaRAID Storage Manager software usually detects newly installed drives and displays icons for them in the
MegaRAID Storage Manager window. If for some reason the MegaRAID Storage Manager software does not

detect a new drive (or drives), you can use the Scan for Foreign Configuration command to find it.
Follow these steps to scan for aforeign configuration:
1. Select a controller icon in the left panel of the MegaRAID Storage Manager window.

2. Select Go To > Controller > Scan Foreign Configuration.

If the MegaRAID Storage Manager software detects any new drives, it displays a list of them on the window. If

not, it notifies you that no foreign configuration is found.

3. Follow the instructions on the window to complete the drive detection.
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7.4

184

Rebuilding a Drive

If a drive in aredundant virtual drive (RAID 1, 5, 6, 10, 50, or 60) fails, the MegaRAID Storage Manager software
automatically rebuilds the data on a hot spare drive to prevent data loss. The rebuild is a fully automatic process,
so it is not necessary to issue a Rebuildcommand. You can monitor the progress of drive rebuilds in the Group

Show Progress window. To open this window, select Manage > Show Progress.

If a single drive in a RAID 1, RAID 5, RAID 10, or RAID 50 virtual drive fails, the system is protected from data loss. A
RAID 6 virtual drive can survive two failed drives. A RAID 60 virtual drive can survive two failed drives in each span
in the drive group. Data loss is prevented by using parity data in RAID 5, RAID 6, RAID 50, and RAID 60, and data
redundancy in RAID 1 and RAID 10.

The failed drive must be replaced, and the data on the drive must be rebuilt on a new drive to restore the
system to fault tolerance. You can choose to rebuild the data on the failed drive if the drive is still operational. If
dedicated hot spares or global hot spare disks are available, the failed drive is rebuilt automatically without any

user intervention.

Ared circle to the right of the drive icon .""" {ﬁf indicates that a drive has failed. Ayellow circle appears to the
right of the icon of the virtual drive that uses this drive which indicates that the virtual drive is in a degraded state;

the data is still safe, but data could be lost if another drive fails.
Follow these steps to rebuild a drive:

1. Right-click the icon of the failed drive, and select Rebuild.
2. Click Yes when the warning message appears. If the drive is still good, a rebuild starts.

You can monitor the progress of the rebuild in the Group Show Progress window by selecting Manage >

Show Progress. If the drive cannot be rebuilt, an error message appears. Continue with the next step.
Shut down the system, disconnect the power cord, and open the computer case.
Replace the failed drive with a new drive of equal capacity.

Close the computer case, reconnect the power cord, and restart the computer.

o o &~ w

Restart the MegaRAID Storage Manager software.

When the new drive spins up, the drive icon changes back to normal status, and the rebuild process
begins automatically. You can monitor the progress of the rebuild in the Group Show Progress window

by selecting Manage > Show Progress.

If you wantto force adrive into Fail status to trigger a rebuild, right-click the drive icon, and select Make Drive
Offline. Ared circle appears next to the drive icon. Right-click the icon, and select Rebuild from the pop-up

menu.
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Making a Drive Offline or Missing

If a drive is currently part of aredundant configuration and you want to use it in another configuration, you can
use the MegaRAID Storage Manager commands to remove the drive from the first configuration and change

the drive state to Unconfigured Good.

ATTENTION After you perform this procedure, all data on that drive is lost.
Toremove the drive from the configuration without harming the data on the virtual drive, follow these steps:

1. Inthe MegaRAID Storage Manager window, select Go To > Physical Drive > Make Drive Offline.
The drive status changes to Offline.
2. Select Go To > Physical Drive > Mark Drive as Missing.

The drive status changes to Unconfigured Good.

ATTENTION After you perform this step, the data on this drive is no longer valid.
3. Ifnecessary, create a hot spare drive for the virtual drive from which you have removed the drive.

When a hot spare is available, the data on the virtual drive is rebuilt. You can now use the removed drive

for another configuration.

ATTENTION If the MegaRAID Storage Manager software detects that a drive in a virtual drive
has failed, it makes the drive offline. If this situation occurs, you mustremove the
drive andreplace it. You cannot make the drive usable for another configuration by

using the Mark physical disk as missing command and the Rescan commands.
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7.6 Removing a Drive

You may sometimes need to remove anon-failed drive that is connected to the controller. For example, you may

need to replace the drive with alarger drive. Follow these steps to remove adrive safely:

1. Click the icon of the drive in the left panel, and click the Operations tab in the right panel.
Select Prepare for Removal, and click Go.
3. Wait until the drive spins down and remove it.

If you change your mind, select Undo Prepare for Removal, and click Go.

7.7 Upgrading Firmware

The MegaRAID Storage Manager software enables you to easily upgrade the controller firmware.

To avoid data loss because of dirty cache on the controller, the utility forces the virtual disks into Write Through
mode after afirmware upgrade. Itis in this mode until the server reboots. In Write Through mode, the controller
sends a data transfer completion signal to the host when the disk subsystem has received all of the data in a

transaction. This way, in case of a power outage, the controller does not discard the dirty cache.
Follow these steps to upgrade the firmware:

1. Inthe left panel of the MegaRAID Storage Manager window, click the icon of the controller you
want to upgrade.
2. Inthe MegaRAID Storage Manager window, select Go To > Controller > Update Controller

Firmware.

3. Click Browse to locate the .rom update file, as shown in the following figure.

Figure 126 Update Controller Firmware Dialog

LSI:2
Description | Updates controller firmware with a specified Firmware image
File i— Erowse
Ok . Cancel

4. After you locate the file, click Open.
The MegaRAID Storage Manager software displays the version of the existing firmware.

5. When you are prompted to indicate whether you want to upgrade the firmware, click Yes.

Aprogress bar appears along with messages that indicate when an image opens and when an image
downloads.
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6. After animage has been downloaded and if Online Firmware Update is supported on the

controller, a confirmation message box appears that asks for your confirmation.

NOTE If Online Firmware Update is not supported on the controller, the
confirmation message box does not appear. Instead, after an
image is downloaded, a message appears that indicates an
image is being flashed. The controller is updated with the new
firmware code contained in the . rom file. Reboot the system
after the new firmware is flashed. The new firmware does not

take effect until reboot.
If you click Yes in the confirmation message box, the progress bar continues with a message that indicates that
an image is being flashed.
After the progress bar disappears, either of the following two messages appear in a message box.
— New Firmware Version is flashed successfully. Online Firmware Update is
not possible in this case. System reboot is required for the new firmware

<version number> to take effect.

— New Firmware Version is flashed successfully. Controller Reset will start

now.

If the first message appears, reboot your system.
If the second message appears, the MegaRAID Storage Manager main menu window reappears.ARestart
Started event appears in the log (at the bottom of the MegaRAID Storage Manager main menu window)

and a progress bar appears that states Controller reset is in progress.

After the controller reset process is completed, the controller is updated with the new firmware code

contained in the . rom file.
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Appendix A: Events and Messages

This appendix lists the MegaRAID Storage Manager events that can appear in the event log.

MegaRAID Storage Manager software monitors the activity and performance of all controllers in the workstation
and the devices attached to them. When an event occurs, such as the start of an initialization, an event message

appears in the log at the bottom of the MegaRAID Storage Manager main menu window. The messages are also

logged in the Windows Application log (Event Viewer).

A.1 Error Levels

Each message that appears in the event log has a Severity level that indicates the severity of the event, as

shown in the following table.

Table 22 Event Error Levels

Severity Level Meaning
Information Informational message. No user action is necessary.
Warning Some component might be close to a failure point.
Critical Acomponent has failed, but the system has not lost data.
Fatal Acomponent has failed, and data loss has occurred or will occur.

A.2 Event Messages

The following table lists all of the MegaRAID Storage Manager event messages. The event message descriptions
include placeholders for specific values that are determined when the event is generated. For example, in
message No. 1in the Event Messages table, “%s” is replaced by the firmware version, which is read from the

firmware when the event is generated.

Table 23 Event Messages

Severity
Number Level Event Text Generic Conditions when Each Event Occurs
MegaRAID firmware initialization
0x0000 Information |started (PCI ID Logged at firmware initialization.
%04x/%04x/%04x/%04x)
0x0001 Information  |MegaRAID firmware version %s Logged at firmware initialization to display firmware
0x0002 Fatal Unable to recover cache data from Currently not logged.
TBBU
0x0003 Information Cache data recovered from TBBU Currently not logged.
successfully
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Severity
Number Level Event Text Generic Conditions when Each Event Occurs
0x0004 Information |Configuration cleared Logged when controller configuration is cleared.
0x0005 Warning Cluster down; communication with | o rrently not logged.
peer lost
0x0006 Information ]\(/rigtr:]a!% grzi\)/(et(:/c:)igvzv)r(lership changed | yrrently not logged.
0x0007 Information  |Alarm disabled by user Logged when user disables alarm.
0x0008 Information  |Alarm enabled by user Logged when user enables alarm.
0x0009 Information | Background initialization rate Logged to display background initialization
changed to %d%% progress indication in percentage.
0x000a Fatal Controller cache discarded due to |} 44564 on cache discard due to hardware problems.
memory/battery problems
0x000b Fatal Unable to recover cache data due to Currently not logged
configuration mismatch '
0x000c Information |Cache data recovered successfully |-099ed when cache data is successfully recovered
after reboot.
0x000d Fatal Controller cache discarded due to Logged when cache data discarded because of
firmware version incompatibility firmware version mismatch.
0x000e Information |Consistency Check rate changed to Logged to display Consistency check progress
indication percentage.
%d%%
0x000f Fatal Fatal firmware error: %s Logged in case of fatal errors and also while entering
' debug monitor,
0x0010 Information  |Factory defaults restored Logged while controller is reset to factory defaults.
0x0011 Information  |Flash downloaded image corrupt Logged to inform downloaded flash image is corrupt.
0x0012 Critical Flash erase error Logged in case of flash erase failure, generally after
flash update.
0x0013 Critical Flash timeout during erase Logged to indicate flash erase operation timed out.
0x0014 Critical Flash error Generic unknown internal error during flash update flash
0x0015 Information Flashing image: %S LOgged to dlsplay flash image name String before
getting updated to controller.
0x0016 Information  |F1ash of new firmware images Logged to inform successful updation of flash image(s).
complete
0x0017 Critical Flash programming error Logged to notify, write failure during flash update, not
being allowed usually due to internal controller settings.
0x0018 Critical Flash timeout during programming |Logged to indicate flash write operation timed out.
0x0019 Critical Flash chip type unknown Logged during flash update tried with unsupported
flash chip type.
0x001a Critical Flash command set unknown Logged while unsupported flash command set
detected, most likely because of unsupported flash
chip.
0x001b Critical Flash verify failure Logged when compare operation fails between written
flash data and original data.
0x001¢ Information | Flush rate changed to %d seconds ~|L0gged to notify modified cache flush frequency in
seconds.
0x001d Information | Hibernate command received from  |Logged to inform about reception of hibernation
host command from host to controller, generally during
host shutdown.
0x001e Information |Eventlog cleared Logged when controller log has been cleared.
0x001f Information |Event log wrapped Logged when controller log has been wrapped around,

when the maximum logs are written.
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Severity
Number Event Text Generic Conditions when Each Event Occurs
Level
0x0020 Fatal Multi-bit ECC error: ECAR=%X, Logged to notify ECC multi bit error in memory, ELOG:
ELOG=%X, (%s) ecc info (source, type, syndrome), ECAR:ecc address.
; Single-bit ECC error: ECAR=%x, Logged to notify ECC single bit error in memory, ELOG:
0x0021 Warnin
g ELOG=%X, (%s) ecc info (source, type, syndrome), ECAR:ecc address.
0x0022 Fatal Not enough controller memory Logged to notify fatal controller condition, when you run
out of memory to allocate.
0x0023 Information  |Patrol Read complete Logged when patrol read completes.
0x0024 Information  |Patrol Read paused Logged when patrol read is paused.
0x0025 Information |Patrol Read Rate changed to %d%% |Logged to indicate progress of patrol read in percentage.
0x0026 Information  |Patrol Read resumed Logged when patrol read is resumed.
0x0027 Information  |Patrol Read started Logged when patrol read is started.
0x0028 Information  |Reconstruction rate changed to Logged to indicate progress of reconstruction in
%d% %" percentage.
; Drive group modification rate Logged to indicate the change in Drive group
29 Inf t
0x00 nformation changed to %d%% modification frequency.
0x002a Information Shutdown command received from |Logged when shutdown command is received from
host host to controller.
0x002b Information |Testevent: %s General controller event, with a generic string.
0x002¢ Information | Time established as %s; (%d seconds |Logged when controller time was set from host,
since power on) also displaying time since power on in seconds.
0x002d Information |Userentered firmware debugger Logged when user enters controller debug shell.
; PTRRTE Logged to inform about user aborted
0x002 W Back d Initializat borted
xbee aming oac grotind inttialization aborted on background initialization on displayed LD
%S number,
0x002f Warning Background Initialization corrected |logged to inform about corrected medium error on
medium error (%s at %lx displayed LD number, LBALBA number, PD number and
PDLBA number in that order.
0x0030 Information | Background Initialization completed |Logged to inform Background Initialization completion
on %s on displayed LD.
0x0031 Fatal Background Initialization completed |Logged to inform Background Initialization completion
with uncorrectable errors on %s with error on displayed LD.
0x0032 Fatal Background Initialization detected |Logged to inform Background Initialization completion
uncorrectable double medium errors |with double medium error on displayed PD, PDLBA and
(%s at %lx on %s) LD in that order.
0x0033 Critical Background Initialization failed on ngged to inform Background Initialization
%s failure on displayed LD.
0
0x0034 Progress Background Initialization progress Logged to inform Background Initialization
on %s is %s progress in percentage of displayed LD.
0x0035 Information  |Background Initialization started on Logged to inform Background Initialization
%s started for displayed LD.
0
0x0036 Information  |Policy change on %s from %s to %s | -099ed to inform the changed policy for displayed LD
with old and new policies.
0x0038 Warning Consistency Check aborted on %s  |L0gged to inform aborted Consistency check for
displayed LD.
0x0039 Warning Consistency Check corrected Logged when Consistency check corrected medium error,
medium error (%s at %lIx
0x003a Information | Consistency Check done on %s Logged when Consistency check has completed

successfully on the LD.
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Severity
Number Level Event Text Generic Conditions when Each Event Occurs
0x003b Information | Consistency Check done with Logged when Consistency check completed and
corrections on %s inconsistency was found during check and was
corrected.
0x003¢ Fatal Consistency Check detected Logged when uncorrectable double medium error
uncorrectable double medium errors |are detected while consistency check.
(%s at %lx on %s)
0x003d Critical Consistency Check failed on %s Logged when Consistency check failed as fatal error
was found.
0x003e Fatal Consistency Check completed with  |Logged when Uncorrectable error occurred during
uncorrectable data on %s consistency check.
0x003f Warning Consistency Check found Logged when consistency check finds inconsistency
inconsistent parity on %s at strip %Ix |parity on a strip.
0x0040 Warning Consistency Check inconsistency  |Logged when consistency check finds too many
logging disabled on %s (too many  |inconsistent parity (greater than 10) and the
inconsistencies) inconsistency parity logging is disabled.
0x0041 Progress Consistency Check progress on %s is |L0gs Consistency Check progress, the progress islogged
%s only if the progress is greater than 1% at an interval of
every 15 seconds.
0x0042 Information |Consistency Check started on %s Logged when consistency check has started
0x0043 Warning Initialization aborted on %s Logged when Consistency check is aborted by you or
for some other reason.
0x0044 Critical Initialization failed on %s Logged when initialization has failed.
ol o ; Logs initialization progress, the progress is logged only i
0x0045 P Initializat 9 9
X rogress nitialization progress on %sis %s the progress is greater than 1% at aninterval of every 15
0x0046 Information  |Fast initialization started on %s Logged when quick initialization has started onaLD.
The parameter to decide Quick init or Full init is passed
0x0047 Information  |Fullinitialization started on %s Logged when full initialization has started.
0x0048 Information |Initialization complete on %s Logged when initialization has completed successfully.
0x0049 Information  |LD Properties updated to %s (from |Logged when LD properties has been changed.
%s)
0x004a Information  |Reconstruction complete on %s Logged when reconstruction has completed successfully,
Reconstruction of %s stopped due to |Logged when reconstruction has finished due to failure
0x004b Fatal
unrecoverable errors (un recoverable errors).
0x004c Fatal Reconstruct detected uncorrectable |Logged while reconstructing if an unrecoverable
double medium errors (%s at %Ix on |double medium error is encountered.
%s at %lx)
0x004d Progress Reconstruction progress on %s is %s |L09S reconstruction progress, the progress is logged
only if the progress is greater than 1% at an interval of
every 15 seconds.
0x004e Information  |Reconstruction resumed on %s Logged when reconstruction resumes after a power cycle
Reconstruction resume of %s failed |Logged when reconstruction resume failed
0x004f Fatal X A . . . .
due to configuration mismatch due to configuration mismatch.
0x0050 Information |Reconstruction started on %s Logged on start of reconstruction on a LD.
0x0051 Information  |State change on %s from %s to %s ~ |L099ed when there is change in LD state. The event gives
the new and old state. The state could be one of the
following, LDS_OFFLINE, LDS_PARTIALLY_DEGRADED,
LDS_DEGRADED, LDS_OPTIMAL.
0x0052 Information  |Drive Clear aborted on %s Logged when PD clear is aborted.
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Severity
Number Level Event Text Generic Conditions when Each Event Occurs
0x0053 Critical Drive Clearfailed on %s (Error %02x) | -099ed when drive clear is failed and the even is
logged along with error code.
: ; Logs drive clear progress, the progress is logged only if
0x0054 P Drive Cl 9 9
X rogress five Clear progress on %sis %s the progress is greater than 1% at an interval of every 15
seconds.
0x0055 Information  |Drive Clear started on %s Logged when drive clear started on a PD.
0x0056 Information |Drive Clear completed on %s Logged when PD clear task is completed successfully on a
0x0057 Warning Error on %s (Error %02x) Logged if Read returns with Uncorrectable error or same
errors on both the drives or write long returns with an
error (ie. puncture operation could failed).
0x0058 Information  |Format complete on %s Logged when Format has completed.
0x0059 Information |Format started on %s Logged when format unit is started on a PD.
0x005a Critical Hot Spare SMART polling failed on Currently not logged.
%s (Error %02x)
0x005b Information  |Drive inserted: %s Logged when drive isinserted and slot/enclosure fields o
PD are updated.
0x005¢ Warning Drive %s s not supported Logged when the drive is not supported; reason could be
the number of drive has exceeded the MAX supported
drives or an unsupported drive is inserted like a SATA drive
in SAS only enclosure or could be a unsupported drive
type.
0x005d Warning Patzol Read corrected medium error |Logged when Patrol read has successfully
on %s at %lx completed recovery read and recovered data.
; Logs patrol read progress, the progress is logged only if
0x005 P Patrol Read 9 9
xovee rogress atrol Read progress on %s is %s the progress is greater than 1% at an interval of every 15
seconds.
0x005f Fatal Patrol Read found an uncorrectable | 54464 when Patrol read is unable to recover data.
medium error on %s at %lx
0x0060 Critical Predictive failure: CDB: %s Logged when afailure is found during smart
(predictive failure) poll.
0x0061 Fatal Patrol Read puncturing bad block on Logged when patrol read punctures ablock
due to unrecoverable medium error.
%s at %lx
0x0062 Information  |Rebuild aborted by user on %s Logged when the user aborts a rebuild operation.
0x0063 Information  |Rebuild complete on %s Logged when the rebuild operation on alogical drive
on a physical drive (which may have multiple LDs) is
completed.
0x0064 Information  |Rebuild complete on %s Logged when rebuild operation is completed for all
logical drives on a given physical drive.
0x0065 Critical Rebuild failed on %s due to source |Logged if one of the source drives for the rebuild
drive error operation fails or is removed.
0x0066 Critical Rebuild failed on %s due to target  |Logged if the target rebuild drive (on which rebuild
drive error operation is going on) fails or is removed from the
controller.
0x0067 Progress Rebuild progress on %s is %s Logged to indicate the progress (in percentage) of
the rebuild operation on a given physical drive.
0x0068 Information  |Rebuild resumed on %s Logged when the rebuild operation on a physical
drive resumes.
0x0069 Information  |Rebuild started on %s Logged when the rebuild operation is started on a
physical drive.
0x006a Information  |Rebuild automatically started on %s |Logged when the rebuild operation kicks in on a spare.
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Severity
Number Level Event Text Generic Conditions when Each Event Occurs
0x006b Critical Rebuild stopped on %s due to loss of |Logged when the rebuild operation is stopped due to
cluster ownership loss of ownership.
0x006¢ Fatal Reassign write operation failed on Logggd when acheck conditioq or medigm
error is encountered for a reassigned write.
%s at %lIx
0x006d Fatal Unrecoverable medium error during (Logged when the rebuild I/O encounters an
rebuild on %s at %lx unrecoverable medium error.
0x006e Information | Corrected medium error during Logged when recovery completed successfully and
recovery on %s at %lIx fixed a medium error.
0x006f Fatal Unrecoverable medium error during (Logged when the recovery for a failed 1/0
recovery on %s at %lIx encounters a medium error.
0x0070 Information |Drive removed: %s Logged when adrive is removed from the controller.
0x0071 Warning Unexpected sense: %s, CDB%s, Logged when an I/O fails due to unexpected reasons
Sense: %s and sense data needs to be logged.
0x0072 Information  |State change on %s from %s to %s  |L0gged when the state of a drive is changed by the
firmware or by you.
0x0073 Information tS(t)aot/eSchange by user on %s from %s | Not jogged by the firmware.
(o]
0x0074 Warning Redundant path to %s broken Not logged by the firmware.
0x0075 Information  |Redundant path to %s restored Notlogged by the firmware
: Dedicated Hot Spare Drive %s no .
0x0076 Inf t Not| d by the fi )
X nrormation longer useful due to deleted drive otloggedby the firmware
group
0x0077 Critical SAS topology error: Loop detected Logged when device discovery fails for a SAS device asa
loop was detected.
0x0078 Critical SAS topology error: Unaddressable  |Logged when device discovery fails for a SAS device as
device an unaddressable device was found.
0x0079 Critical SAS topology error: Multiple ports to |Logged when device discovery fails for a SAS device
the same SAS address multiple ports with same SAS address were detected.
0x007a Critical SAS topology error: Expander error  |Notlogged by the firmware.
0x007b Critical SAS topology error: SMP timeout Logged when device discovery fails for a SAS device due
to SMP timeout.
0x007¢ Critical SAS topology error: Out of route Logged when device discovery fails for a SAS
entries device as expander route table is out of entries.
0x007d Critical SAS topology error: Index not found |Logged when device discovery fails for a SAS
device as expander route table out of entries.
0x007e Critical SAS topology error: SMP function  |Logged when device discovery fails for a SAS device due
failed toSMP function failure.
0x007f Critical SAS topology error: SMP CRC error | Logged when device discovery fails for a SAS device due
toSMP CRC error.
0x0080 Critical SAS topology error: Multiple Logged when device discovery fails for a SAS device
subtractive as a subtractive-to-subtractive link was detected.
i . Logged when device discovery fails for a SAS
81 tical AS topol - Table to tabl
0x00 Critica SAS topology error: Table to table device as table-to-table link was detected.
0x0082 Critical SAS topology error: Multiple paths  [Not logged by the firmware.
0x0083 Fatal Unable to access device %s Logged when the inserted drive is bad and unusable.
0x0084 Information  |Dedicated Hot Spare created on %s |Logged when a drive is configured as a dedicated spare.
(%s)
0x0085 Information |Dedicated Hot Spare %s disabled Logged when adrive is removes as a dedicated spare.
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Severity
Number Level Event Text Generic Conditions when Each Event Occurs
0x0086 Critical Dedicated Hot Spare %s nolonger |Logged when an array with a dedicated spare is resized.
useful for all drive groups The hot spare (dedicated to this array and possibly
others) will not be applicable to other arrays.
0x0087 Information |Global Hot Spare created on %s (%s) |Logged when a drive is configured as a global hot spare.
p 99 g g p
0x0088 Information | Global Hot Spare %s disabled Logged when a drive configured as global host spare fails
or is unconfigured by you.
0x0089 Critical Global Hot Spare does not cover all |Logged when the global hotspare is too small (or
drive groups doesn't meet the SAS/SATA restricitons) to cover
certain arrays.
0x008a Information  |Created %s} Logged as soon as the new logical drive created is added
to the firmware configuration.
0x008b Information |Deleted %s} Logged when the firmware removes an LD from it's
configuration upon a user request from the applications,
: Marking LD %sinconsistent due to |Logged when we have active writes on one of the
0x008c Information
active writes at shutdown target disks of a Raid 5 LD at the time of shutdown.
0x008d Information | Battery Present Logged during firmware initialization when we check if
there is a battery present and the check turns out true.
This event is also logged when a battery is inserted or
replaced with a new one and the battery present check
; Logged if the user has not disabled "Battery Not
8 Wi Battery Not P t
0x008e aming attery Notrresen Present" warning at the boot time or if a battery has
been removed.
0x008f Information  |New Battery Detected Logged when we have a subsequent boot after anew
battery has been inserted.
0x0090 Information  |Battery has been replaced Logged when anew battery has been replaced with an
old battery.
o i< hi Logged when we detect that the battery temperature is
0x0091 Critical Battery t t high
X riica atiery femperaure 1S hig high during the periodic battery status check.
0x0092 Warning Battery voltage low Not logged by the firmware.
0x0093 Information  |Battery started charging Logged as part of monitoring the battery status when
the battery is getting charged.
; o i ; Logged as part of monitoring the battery status when
0x0094 Inf t Batt disch
X nrormation atiery s discharging the battery is getting discharged.
0x0095 Information  |Battery temperature is normal Logged as part of monitoring the battery status when
the temperature of the battery is normal.
0x0096 Fatal Battery has failed and cannot Logged when there is not enough capacity left in battery
for expected data retention time. Battery has to be
support data retention. Please replaced.
0x0097 Information | Battery relearn started logged when the battery relearn started, initiated
either by the user or automatically.
0x0098 Information  |Battery relearn in progress Logged as part of monitoring the battery status when
the battery relearn is in progress.
0x0099 Information |Battery relearn completed Logged as part of monitoring the battery status when
the battery relearn is complete.
0x009a Critical Battery relearn timed out Notlogged by the firmware.
0x009b Information | Battery relearn pending: Battery is  |Logged as part of monitoring the battery status when
under charge the battery relearn is requested but yet to start.
0x009¢ Information | Battery relearn postponed Logged as part of monitoring the battery status when

the battery relearn is requested but postponed as there
is valid pinned cache present. This event can also be
logged when learn delay interval has been explicitly
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Severity
Number Level Event Text Generic Conditions when Each Event Occurs
0x009d Information  |Battery relearn will start in 4 days !‘OQQEd as part of providing bgttery learn cycle
information when auto learn is enabled.
0x009e Information  |Battery relearn will start in 2 day Logged as part of providing battery learn cycle
information when auto learn is enabled.
0x009f Information  |Battery relearn will startin 1 day !‘OQQEd as part of providing bgttery learn cycle
information when auto learn is enabled.
0x00a0 Information  |Battery relearn will startin 5 hours !_ogged as part of providing bgttery leamn cycle
information when auto learn is enabled.
. Logged as part of periodic monitoring of the battery
0x00at Information | Battery removed status when a battery has been removed.
. Current capacity of the battery is Logged as part of monitoring the battery status when the
0x00a2 Information below threshold capacity of the battery is below threshold.
; Current capacity of the battery is Logged as part of monitoring the battery status when
0x00a3 Inf t
xova ntormation above threshold the capacity of the battery is above threshold.
0x00a4 Information  |Enclosure (SES) discovered on %s Iﬁ(r)sgtgt?r?]:/hen an Enclosure (SES) s discovered for the
0x00a5 Information  |Enclosure (SAFTE) discovered on %s |Notlogged by the firmware.
0x00a6 Critical Enclosure %s communication lost | -099ed when the communication with an enclosure
has been lost.
0x00a7 Information | ENclosure %s communication Logged when the communication with an enclosure
restored has been restored
0x00a8 Critical Enclosure %s fan %d failed Logged when an enclosure fan has failed.
0x00a9 Information  |Enclosure %s fan %d inserted Logged when an enclosure fan has been inserted newly.
0x00aa Critical Enclosure %s fan %d removed Logged when an enclosure fan has been removed.
0x00ab Critical Enclosure %s power supply %d Not logged by the firmware.
0x00ac Information | ENclosure %s power supply %d Logged when power supply has been inserted to
inserted an enclosure.
0x00ad Critical Enclosure %s power supply %d Logged when power supply has been removed from
removed an enclosure.
0x00ae Critical Enclosure %s SIM %d failed Logged when the enclosure SIM has failed.
0x00af Information  |Enclosure %s SIM %d inserted Logged when an enclosure SIM has been inserted.
0x00b0 Critical Enclosure %s SIM %d removed Logged when an enclosure initialization was completed
but later the SIM was removed.
0x00b1 Warning Enclosure %s temperature sensor %d |Logged when the enclosure services process has
below warning threshold detected a temperature lower than a normal operating
temperature or lower than the value indicated by the
LOW WARNING THRESHOLD field in the Threshold In
diagnostic page.
0x00b2 Critical Enclosure %s temperature sensor %d |Logged when the enclosure services process has
below error threshold detected a temperature lower than a safe operating
temperature or lower than the value indicated by the
LOW CRITICAL THRESHOLD field in the Threshold In
diagnostic page.
0x00b3 Warning Enclosure %s temperature sensor %d |Logged when the enclosure services process has

above warning threshold

detected a temperature higher than a normal operating
temperature or higher than the value indicated by the
HIGH WARNING THRESHOLD field in the Threshold In
diagnostic page.
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0x00b4 Critical Enclosure %s temperature sensor %d |Logged when the enclosure services process has
above error threshold detected a temperature higher than a safe operating
temperature or higher than the value indicated by the
HIGH CRITICAL THRESHOLD field in the Threshold In
diagnostic page.
0x00b5 Critical Enclosure %s shutdown Logged when an unrecoverable condition is detected in
the enclosure.
0x00b6 Warning Enclosure %s not supported; too Logged when the maximum allowed enclosures per
many enclosures connected to port |port is exceeded.
0x00b7 Critical Enclosure %s firmware mismatch Logged when two ESMs have different firmware versions
0x00b8 Warning Enclosure %s sensor %d bad Logged when the device is present on the phy, but the
status does not indicate its presence.
0x00b9 Critical Enclosure %s phy %d bad Logged when the status indicates a device presence, but
there is no corresponding SAS address is associated with
the device.
0x00ba Critical Enclosure %s is unstable Logged when the enclosure services process reports the
sense errors.
0x00bb Critical Enclosure %s hardware error Logged when a critical or an unrecoverable enclosure
failure has been detected by the enclosure services
0x00bc Critical Enclosure %s not responding Logged when there is no response from the enclosure.
0x00bd Information | SAS/SATA mixing not supported in Logged when the SAS/SATA mixing in an enclosure is
enclosure; Drive %s disabled being violated.
0x00be Information Enclosure (SES.) hotplug on %s was Not reported to the user.
detected, but is not supported
0x00bf Information  |Clustering enabled Logged when the clustering is enabled in the
controller properties.
0x00c0 Information |Clustering disabled Logged when the clustering is disabled in the
controller properties.
; Drive too small to be used for Logged when the size of the drive is not
0x00c1 Information
auto-rebuild on %s sufficient for auto-rebuild.
0x00c2 Information  |BBU enabled; changing WT virtual  |Logged when changing WT virtual drives to WB and the
drives to WB BBU status is good.
0x00c3 Warning BBU disabled; changing WB virtual |Logged when changing WB virtual drives to WT and the
drives to WT BBU status is bad.
0x00c4 Warning Bad block table on drive %sis 80% |Logged when the Bad block table on a drive is 80% full.
full
0x00c5 Fatal Bad block table on drive %sis full; Logged when the Bad block table on adrive is full and
unable to log block %Ix not able to add the bad block in the Bad block table.
0x00c6 Information | Consistency Check Aborted dueto  |Logged when the Consistency Check is aborted
ownership losson %s due to ownership is lost.
; Background Initialization (BGlI) Logged when the Background Initialization (BGl)is
0x00c7 Inf t
xove ntormation Aborted Due to Ownership Loss on |aborted due to ownership loss.
Y%s
0x00c8 Critical ggt:leé)ggharger problems detected; || ogged when the battery is not presented or removed
0x00c9 Warning Single-bit ECC error: ECAR=%X, Logged when the Single-bit ECC errors exceeded

ELOG=%x, (%s); warning threshold
exceeded

the warning threshold.
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0x00ca Critical Single-bit ECC error: ECAR=%X, Logged when the Single-bit ECC errors exceeded the
ELOG=%x, (%s); critical critical threshold.
threshold exceeded
0x00cb Critical Single-bit ECC error: ECAR=%X, Logged when the Single-bit ECC errors exceeded all
ELOG=%x, (%s); further reporting the thresholds and disable further logging.
disabled
0x00cc Critical Enclosure %s Power supply %d Logged when the enclosure services process has
switched off detected that the Enclosure Power supply is switched
off and it was switched on earlier.
0x00cd Information |Enclosure %s Power supply %d Logged when the enclosure services process has
switched on detected that the Enclosure Power supply is switched
on and it was switched off earlier.
0x00ce Critical Enclosure %s Power supply %d cable |Logged when the enclosure services process has
removed detected that the Enclosure Power supply cable is
removed and it was inserted earlier.
0x00cf Information  |Enclosure %s Power supply %d cable |Logged when the enclosure services process has
inserted detected that the Enclosure Power supply cable is
inserted and it was removed earlier.
0x00d0 Information |Enclosure %s Fan %d returned to Logged when the enclosure services process has
normal detected that the current status of a fan is good and it
was failed earlier.
0x00d1 Information | BBU Retention test was initiated on  Logged when the Battery Retention test was
previous boot initiated on previous boot.
0x00d2 Information  |BBU Retention test passed Logged when the Battery Retention test passed
0x00d3 Critical BBU Retention test failed! Logged when the Battery Retention test failed.
0x00d4 Information | NVRAM Retention test was initiated |Logged when the NVRAM Retention test was
on previous boot initiated on previous boot.
0x00d5 Information  |NVRAM Retention test passed Logged when the NVRAM Retention test passed
0x00d6 Critical NVRAM Retention test failed! Logged when the NVRAM Retention test failed.
0x00d7 Information | %s test completed %d passes Logged when the controller diagnsotics test
successfully passes successfully.
0x00d8 Critical %s test FAILED on %d pass. Fail data: || ogged when the controller diagnsotics test fails.
errorOffset=%x goodData=%x
badData=%x
0x00d9 Information  |Self check diagnostics completed Logged when Self check diagnostics is completed.
0x00da Information  |Foreign Configuration detected Logged when Foreign Configuration is detected.
0x00db Information |Foreign Configuration imported Logged when Foreign Configuration is imported.
0x00dc Information |Foreign Configuration cleared Logged when Foreign Configuration is cleared.
0x00dd Warning NVRAM is corrupt; reinitializing Logged when NVRAM is corrupt and re-initialized.
0x00de Warning NVRAM mismatch occurred Logged when NVRAM mismatch occurs.
0x00df Warning SAS wide port %d lost link on PHY Logged when SAS wide port lost link on a PHY.
%d
0x00e0 Information |SAS wide port %d restored link on Logged when a SAS wide port restored link on a PHY.
PHY %d
0x00e1 Warning SAS port %d, PHY %d has exceeded |Logged when a SAS PHY on port has exceeded the

the allowed error rate

allowed error rate.
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0x00e2 Warning Bad block reassigned on %s at %Ix to |L0gged when aBadblock is reassigned on a drive
%lx from a error sector to a new sector.
0
0x00e3 Information  |Controller Hot Plug detected Logged when a Controller Hot Plug is detected.
; Enclosure %s temperature sensor %d |Logged when an Enclosure temperature sensor
0x00e4 Warnin
g differential detected differential is detected.
0x00e5 Information | Prive test cannot start. No qualifying |Logged when Disk test cannot start. No qualifying
drives found disks found.
0x00e6 Information | Time duration provided by host is Logged when Time duration provided by the host is
not sufficient for self check not sufficient for self check.
0x00e7 Information | Marked Missing for %s on drive Logged when a physical drive is Marked Missing on an
group %d row %d array at a particular row.
0x00e8 Information | Replaced Missing as %s on drive Logged when aphysical drive is Replaced Missing onan
group %d row %d array ata particular row.
0x00e9 Information |Enclosure %s Temperature %d Logged when an Enclosure temperature returns to
returned to normal
0x00ea Information Enclosure %s Firmware download in |Logged when Enclosure a Firmware download is in
progress progress.
0x00eb Warning Far}lcelcésure %s Firmware download || sa0ed when Enclosure a Firmware download failed.
0x00ec Warning %s is not a certified drive Logged if the drive is not certified.
0x00ed Information  |Dirty cache data discarded by user |Logged when Dirty cache data is discarded by the user.
0x00ee Information | Prives missing from configuration at |Logged when physical drives are missing from
boot configuration at boot.
0x00ef Information | Virtual drives (VDs) missing drives Logged when virtual drives missing drives and will go
and will go offline at boot: %s offline at boot.
0x00f0 Information  |VDs missing at boot: %s Logged when virtual drives missing at boot.
0x00f1 Information | Previous configuration completely |Logged when Previous configuration completely
missing at boot missing at boot.
0x00f2 Information  |Battery charge complete Logged when Battery charge is completed.
0x00f3 Information  |Enclosure %s fan %d speed changed |Logged when an Enclosure fan speed changed.
0x00f4 Information | Dedicated spare %s imported as Logged when a Dedicated spare isimported as global due
global due to missing arrays to missing arrays.
0x00f5 Information | %srebuild not possible as SAS/SATA |Logged when arebuild is not possible as SAS/SATAis
is not supported in an array not supported in an array.
0x00f6 Information  |SEP %s has been rebooted as a part of| Logged when SEP has been rebooted as part of
enclosure firmware download. SEP  |enclosure firmware download. It will be unavailable
will be unavailable until this process |until reboot completes.
completes.
0x00f7 Information |Inserted PD: %s Info: %s Logged when a physical drive is inserted.
0x00f8 Information  |Removed PD: %s Info: %s Logged when aphysical drive is removed.
0x00f9 Information  |VD %s is now OPTIMAL Logged when alogical drive state changes to OPTIMAL.
0x00fa Warning ~ |VD %sis now PARTIALLY DEGRADED |L099ed when alogical drive state changes to a
partially degraded state.
0x00fb Critical VD %s is now DEGRADED Logged when alogical drive state changes to degraded
0x00fc Fatal VD %s is now OFFLINE Logged when a logical drive state changes to offline state
0x00fd Warning Battery requires reconditioning; Logged when a Battery requires reconditioning;

please initiate a LEARN cycle

please initiate a LEARN cycle.
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; VD %s disabled because RAID-5is Logged when avirtual drive is disabled because RAID-5 is
0x00f Wi
xooie arning not supported by this RAID key not supported by this RAID key.
0x00ff Warning VD %s disabled becquse RAID-6 is Logged when avirtugl driveis disabled because RAID-6is
not supported by this controller not supported by this controller.
0x0100 Warning VD %s disabled because SAS drives |Logged when avirtual drive is disabled because SAS
are not supported by this RAID key |drives are not supported by this RAID key.
0x0101 Warning PD missing: %s Logged to provide information about the missing
’ drive during boot.
0x0102 Warning Puncturing of LBAs enabled Currently not logged in the firmware.
0x0103 Warning Puncturing of LBAs disabled Currently not logged in the firmware.
0x0104 Critical Enclosure %s EMM %d not installed |Logged when Enclosure SIM is not installed.
0x0105 Information |Package version %s Prints the Package version number.
0x0106 Warning Globa[ afﬁnity Hot Spare %s Logged when a hoF spare th_at is a partof an
commissioned in a different enclosure is commissioned in a different enclosure.
enclosure
0x0107 Warning Foreign configuration table overflow |Logged when the number of GUIDs to import exceeds
the total supported by the firmware.
; Partial foreign configuration Logged when all the foreign configuration drives could
108 Wi
0x010 aming imported, PDs not imported:%s not be imported.
0x0109 Information  |Connector %s is active Logged during initial boot when a SASMUX
connector is found for the controller.
0x010a Information  |Board Revision %s Logged during boot.
0x010b Warning gg?_?g”d timeout on PD %s, Logged when command to a PD Timesout.
. /0
0x010c Warning PD %s reset (Type %02x) Logged when PDis reset.
0x010d Warning VD bad block table on %s is 80% full |L-099ed when number of Bad Blocks entries is at 80 % of
what can be supported in the firmware.
0x010e Fatal VD bad block table on %sis full;  |-099ed when number of Bad Blocks exceed what
’ can be supported in the firmware.
unable to log block %Ix (on %s at
9% 1w\ :
0x010f Fatal %’:izgr:fgzg‘(eonﬁz'sug;j;‘;r logged || 5gged when an uncorrectable medium error is detected
0x0110 Information  |VD medium error corrected on %s at |Logged on the corrected medium error.
Yolx
0x0111 Warning | Bad block table on PD %s is 100% full |-099ed when Bad block table is 100 % Full. Any more
media errors on this physical drive will not be logged in
the bad block table.
0x0112 Warning VD bad block table on PD %sis 100% |Logged when Bad block table is 100 % Full. Any more
full media errors on this logical drive will not be logged in
the bad block table.
0x0113 Fatal Controller needs replacement, IOP is |Currently not logged in the firmware.
faulty
0x0114 Information |Replace Drive started on PD %s from |Logged when Replace is started.
PD %s
0x0115 Information |Replace Drive aborted on PD %s and|Logged when Replace is aborted.
srcis PD %s
0x0116 Information |Replace Drive complete on PD %s Logged when Replace is completed.

from PD %s
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0x0117 Progress Replace Drive progress on PD %sis |Logged to provide the progress of Replace.
%s
0x0118 Information | Replace Drive resumed on PD %s Logged when Replace operation is resumed.
from %s
0x0119 Information Eﬁrg%caggi‘é?na%gmatica”y started || 5gged on automatic start of Replace.
0x011a Critical Replace Drive failed on PD %s due to |Logged when the source physical drive of a Replace fails.
source %s error The Replace stops and rebuild starts on the destination
physical drive.
0x011b Warning Early Power off warning was Currently not logged in the firmware.
unsuccessful
0x011c Information |BBU FRUis %s Logged only for IBM.
0x011d Information | %s FRUis %s Logged if FRU data is present. Logged only for IBM.
0x011e Information | Controller hardware revision ID %s | Currently not used in the firmware.
Foreign import shall result in a
0x011f Warning backwardincompatible upgrade of |Currently not used in the firmware.
configuration metadata
0x0120 Information  |Redundant path restored for PD %s |Logged when new path is added for the physical drives.
0x0121 Warning Redundant path broken for PD %s  |Logged when one path is removed.
; Redundant enclosure EMM %s ;
0x0122 Information inserted for EMM %s Logged when an enclosure is added.
0x0123 Information Esggcgg?;fgﬂﬁﬂ/iEMM %s Logged when an enclosure is removed
0x0124 Warning Patrol Read can't be started, as PDs |Logged when none of the disks can start PR.
are either not ONLINE, or areina VD
with an active process, or are in an
excluded VD
0x0125 Information  |Replace Drive aborted by user on PD |Logged when Replace is aborted by the user.
%s and srcis PD %s
0x0126 Critical Replace Drive aborted on hot spare |Logged when Replace is aborted on a Hotspare.
%s from %s, as hot spare needed for
rebuild
0x0127 Warning Replace Drive aborted on PD %s Logged when Replace is stopped for a higher priority
from PD %s, as rebuild required in rebuild operation on a drive.
the array
0x0128 Fatal Controller cache discarded for Logged when pinned cache lines are discarded for a LD.
missing or offline VD %s
When a VD with cached data goes
offline or missing during runtime, the
cache for the VD is discarded.
Because the VD is offline, the cache
cannot be saved.
0x0129 Information  |Replace Drive cannot bestarted as |Logged when destination PD is too small for Replace.
PD %s is too small for src PD %s
0x012a Information  |Replace Drive cannot be started on |Logged when there is a SAS/SATA mixing violation for
PD %s from PD %s, as SAS/SATA is the destination PD.
not supported in an array
0x012b Information  |Microcode update started on PD %s |Logged when PD Firmware download starts.
0x012c Information  |Microcode update completed on PD |Logged when PD Firmware download completes.
%s
0x012d Warning Microcode update timeout on PD %s |L099ed when PD Firmware download does not

complete and times out.
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0x012e Warning Microcode update failed on PD %s |Loagaed when PD Firmware download fails.
0x012f Information | Controller properties changed Logged when any of the controller properties has
0x0130 Information  |Patrol Read properties changed Currently not logged in the firmware.
0x0131 Information  |CC Schedule properties changed Logged when consistency check scheduling property
has changed.
0x0132 Information  |Battery properties changed Logged when any of the BBU properties has changed.
0x0133 Warning Periodic Battery Relearnis pending. [Logged when BBU periodic relearn is pending.
Please initiate manual learn cycle as
0x0134 Information | Drive security key created Logged when controller lock key is created.
0x0135 Information | Drive security key backed up Logged when controller lock key is backed up.
0x0136 Information |Drive security key from escrow, Logged when controller lock key is verified from escrow.
verified
0x0137 Information  |Drive security key changed Logged when controller lock key is re-keyed.
0x0138 Warning giil\;%security key, re-key operation || q564 when controller lock re-key operation failed.
0x0139 Warning Drive security key is invalid Logged when the controller lock is not valid.
0x013a Information  |Drive security key destroyed Logged when the controller lock key is destroyed.
0x013b Warning Drive security key from escrow is Logged when the controller escrow key is not valid.
invalid This escrow key can not unlock any drive.
0x013c Information  |VD %s is now secured Logged when secure LD is created.
0x013d Warning VD %s is partially secured Logged when all the drives in the array are not secure.
0x013e Information  |PD %s security activated Logged when PD security key is set.
0x013f Information  |PD %s security disabled Logged when security key is removed from an FDE drive.
0x0140 Information  |PD %s is reprovisioned Logged when PD security is cleared.
0x0141 Information |PD %s security key changed Logged when PDlock key is re-keyed.
0x0142 Fatal gz(t:gcr:ittey ds]%brsg;tgg problems Logged when PD security can not be set.
0x0143 Fatal g:’ggﬁﬂzrv(?g/rz pinned for missing ) o55ed when LD cache is pinned.
0x0144 Fatal g:’ggﬁ:]lzrv%?rlzsinned formissing || 5gged when pinned cache is found during OCR.
0x0145 Information | Controller cache discarded by user || 4gqed when LD pinned cache is discarded by the user.
for VDs: %s
0x0146 Information |Controller cache destaged for VD %s |Logged when LD pinned cache is recovered.
0x0147 Warning Consistency Check started on an Logged when consistency check is started on an
inconsistent VD %s inconsistent LD.
0x0148 Warning Drive security key fa.ilure, gannot Logged when an invalid lock key is detected.
access secured configuration
0x0149 Warning Drive security password from useris |njot logged
invalid '
; Detected error with the remote
0x014a Warning battery connector cable Notlogged.
0x014b Information  |Power state change on PD %s from | -099ed when PD power state (spun up, spun

%s to %s

down, in-transition) changes.
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0x014c Information  |Enclosure %s element (SES code Not logged.
0x%x) status changed
0x014d Information Egg%;i?gggg;g?ﬁg: n?lisx < ot Lo.gged when mixing violation occurs due to HDD/SSD
supported in a drive group mismatch.
0x014e Information  |Replace Drive cannot be started on |Logged when Replace could not be started on a PD
PD %s from %s, as HDD/CacheCade |because HDD/CacheCade software mix was not
software mixis not supportedina  |supported in a drive group.
drive group
0x014f Information  |VD bad block table on %s is cleared |Logged when a VD bad block table was cleared.
0x0150 Caution SAS topology error: 0x%Ilx Logged when a SAS topology error occurred.
0x0151 Information X()Drrcélé?é%r fg‘; g::g'tuﬁxe(ggr; s at %) Logged when medium errors were corrected for a PD for
0x0152 Information | Controller requests a host bus rescan|Logged when controller requested a host bus rescan.
0x0153 Information | Controller repurposed and factory ~ |Logged when controller repurposed and factory
defaults restored defaults were restored.
0x0154 Information | Drive security key binding updated |Logged when drive security key binding was updated.
0x0159 Critical Controller encountered afatal error |Logged when acontroller encountered afatal error and
and was reset was reset.
0x015a Information |Snapshots enabled on %s Logged when snapshot was enabled onaLD.
(Repository %s)
0x015b Information |Snapshots disabled on %s Logged when snapshot was disabled on a LD by the user]
(Repository  %s) by the user
0x015c Critical Snapshots disabled on %s Logged when snapshot was disabled onaLD due to a
(Repository %s), due to afatal error |fatal error.
0x015d Information  |Snapshot created on %s at %s Logged when snapshot was created on a LD.
0x015e Information |Snapshot deleted on %s at %s Logged when snapshot was deleted on a LD.
0x015f Information  |View created at %s to a snapshot at |Logged when view was created ata LD.
%s for %s
0x0160 Information |View at %s is deleted, to snapshot at |Logged when View ata LD was deleted
%s for %s
0x0161 Information | Snapshot rollback started on %s Logged when snapshot rollback was started on a LD.
from snapshot at %s
0x0162 Fatal 222‘:;%0;5322232;01 Z’tSO}:Stema”y Logged when snapshot rollback was internally aborted.
0x0163 Information  |Snapshot rollback on %s completed || 45564 when snapshot rollback on a LD was completed.
for snapshot at %s
0x0164 Information gg:gzagtt ;?Il/i’scgnpo;oosgirseissfor Logged to report snapshot rollback progress on a LD.
; Snapshot space for %s in snapshot  |Logged when snapshot space fora LD in a
0x0165 Wi
X aming repository %s, is 80%% full snapshot repository was 80% full.
0x0166 Critical Snapshot space for %s in snapshot  |Logged when snapshot space fora LD in a
repository %s, is full snapshot repository was full.
0x0167 Warning View at %s to snapshot at %s, is Logged when view ata LD to a snapshot was 80% full
i on a snapshot repository.
80%% full on snapshot repository %s
0x0168 Critical View at %s to snapshot at %s, is full |Logged when view ata LD to a snapshot was full
on snapshot repository %s on a snapshot repository.
0x0169 Critical Snapshot repository lost for %s Logged when snapshot repository was lost for a LD.
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0x016a Warning Snapshot repository restored for %s |Logged when snapshot repository was restored for a LD.
0x016b Critical Snapshot encountered an Logged when snapshot encountered an unexpected
unexpected internal error: 0x%lIx internal error.
0x016¢ Information  |Auto Snapshot enabled on %s Logged when auto snapshot was enabled.
(snapshot repository %s)
0x016d Information  |Auto Snapshot disabled on %s Logged when auto Snapshot was disabled.
(snapshot repository %s)
0x016e Critical Configuration command could not |Logged when configuration command could
be committed to disk, please retry  |not be committed to disk and was asked to
0x016f Information  |COD on %s updated as it was stale  {Logged when COD in DDF is updated due to various
0x0170 Warning Power state change failed on %s Logged when power state change failed on a PD.
(from %s to %s)
0x0171 Warning %s is not available Logged when a LD was not available.
0x0172 Information |%s is available Logged when a LD was available.
; %s is used for CacheCade with Logged when a LD was used for CacheCade with
0x0173 Inf t 0
X niormation capacity 0x%lx logical blocks the indicated capacity in logical blocks.
0x0174 Information | %sis using CacheCade %s Logged when a LD was using CacheCade.
0x0175 Information  |%sis nolonger using CacheCade %s |Logged when a LD was no longer using CacheCade.
0x0176 Critical Snapshot deleted due to resource Logged when thc_a sngpshot is deleted QUe to
resource constraints in snapshot repository.
constraints for %s in snapshot
0x0177 Warning Auto Snapshot failed for %s in Logged when the Auto Snapshot is failed for a
snapshot repository %s VD in snapshot repository.
0x0178 Warning Controller reset on-board expander |Logged when the chip reset issued to on-board expander,
0x0179 Warning CacheCade (%s) capacity changed |Logged when the CacheCade capacity is changed along
and is now 0x%Ix logical blocks with the current capacity.
0x017a Warning Battery cannot initiate transparent  |Logged when the Battery cannot initiate transparent
learn cycles learn cycles.
0x017b Information ]I:’or;emoi/u;n feature %s key was applied || 5qqed when the Premium feature key was applied.
= /0
0x017¢ Information | Snapshot schedule properties Logged when the Snapshot schedule properties
changed on %s
0x017d Information  |Snapshot scheduled action is due on |Logged when the Snapshot scheduled action is due.
%s
0x017e Information | Performance Metrics: collection Logged during the Performance Metrics collection.
command 0x%Ix
0x017f Information | Premium feature %s key was Logged when the Premium feature key was transferred.
transferred - %s
0x0180 Information  |Premium feature serial number %s [Logged when displaying the Premium feature serial
0x0181 Warning Pr.emium feature serial number Logged when Premium feature serial number
mismatched. Key-vault serial num -
Yos mismatched.
0x0182 Warning Battery cannot support data Logged during the Battery monitoring and it displays
retention for more than %d hours. the remaining data retention time of the battery.
Please replace the battery
0x0183 Information  |%s power policy changed to %s Logged when the power policy of an LD is changed.

(from %s)
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0x0184 Warning :/;f/ic;]agr;not transition to max power 1) 5464 when LD cannot transition to max power savings

0x0185 Information  |Host driver is loaded and operational| This event is not reported to the user.

0x0186 Information | %s mirror broken Logged when the mirror is broken for an LD.

0x0187 Information | %s mirror joined Logged when joining the LD with its broken mirror.

0x0188 Warning %s link %d failure in wide port This event is not reported to the user.

0x0189 Information | %s link %d restored in wide port This event is not reported to the user.

0x018a Information  |Memory module FRUis %s This event is not reported to the user.

0x018b Warning Cache-vault power pack is This event is not reported to the user.
sub-optimal. Please replace the pack.

0x018¢c Warning Foreign configuration auto-import |Logged when the Foreign configuration auto-import did
did not import any drives not import any drives.

0x018d Warning Cache-vault microcode update Logged when the BMU is not in Normal mode and
required Cache-vault microcode update required.

0x018e Warning CacheCade (%s) capacity exceeds Logged when CacheCade capacity exceeds
maximum allowed size, extra maximum allowed size, extra capacity is not used.
capacity is not used

0x018f Warning LD (%s) protection information lost |Logged when the protection information is lost for an

LD.

0x0190 Information |Diagnostics passed for %s Logged when the SHIELD Diagnostics passed for a PD.

0x0191 Critical Diagnostics failed for %s Logged when the SHIELD Diagnostics failed for a PD.

0x0192 Information  |Server Power capability Diagnostic |Logged when the Server Power capability Diagnostic
Test Started Test starts.

0x0193 Information  |Drive Cache settings enabled during |Logged when the Drive Cache settings enabled
rebuild for %s during rebuild for a PD.

0x0194 Information  |Drive Cache settings restored after |Logged when the Drive Cache settings restored after
rebuild for %s rebuild for a PD.

0x0195 Information  |Drive %scommissioned as Logged when the Drive commissioned as Emergency
Emergency spare spare.

0x0196 Warning Reminder: Potential non-optimal Logged when the PD being imported is an Emergency
configuration due to drive %s Spare.
commissioned as emergency spare

0x0197 Information | Consistency Check suspended on %s | L0gged when the Consistency Check is suspended on an

LD.

0x0198 Information |Consistency Checkresumed on %s |Logged when the Consistency Check is resumed on an

0x0199 Information | Background Initialization suspended |Logged when the Background Initialization is suspended
on %s on anLD.

0x019a Information Eﬁ(ﬁ)}(ground Initialization resumed 1) 5g4ed when the Background Initialization is resumed on

0

0x019b Information |Reconstruction suspended on %s Logged when the Reconstruction is suspended on an LD.

0x019c Information  |Rebuild suspended on % Logged when the Rebuild is suspended on a PD.

0x019d Information  |Replace Drive suspended on %s Logged when the Replace is suspended on a PD.

; Reminder: Consistency Check Logged asareminder when the Consistency
19 Inf t

0x019e ntormation suspended on % Check is suspended on an LD.

0x019f Information  |Reminder: Background Initialization |Logged as areminder when the Background
suspended on %s Initialization is suspended on an LD.

0x01a0 Information | Réminder: Reconstruction Logged as a reminder when the Reconstruction is

suspended on %s

suspended on an LD.
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Severity
Number Level Event Text Generic Conditions when Each Event Occurs
0x01a1 Information  |Reminder: Rebuild suspended on %s |Logged  as areminder when the Rebuild is suspended
ona PD.
0x01a2 Information (Ijre]r;}ir;der: Replace Drive suspended || ;4464 as areminder when Replace is suspended on a PD
o
0x01a3 Information  |Reminder: Patrol Read suspended Logged as a reminder when the Patrol Read is suspended
0x01a4 Information  |Erase aborted on %s Logged when the Erase is aborted on a PD.
0x01a5 Critical Erasefailed on %s (Error %02X) Logged when the Erase is failed on a PD along with the
error.
0x01a6 Progress Erase progress on %s is %s .Logged to display the Erase progress on a PD along with
its current progress.
0x01a7 Information  |Erase started on %s Logged when Erase is started on a PD.
0x01a8 Information  |Erase completed on %s Logged when the Erase is completed on a PD.
0x01a9 Information |Erase aborted on %s Logged when the Erase is aborted on an LD.
0x01aa Critical Erase failed on %s Logged when the Erase is failed on an LD.
0x01ab Progress Erase progress on %s is %s .Logged to display the Erase progress on an LD along with
its current progress.
Ox01ac Information  |Erase started on %s Logged when the Erase is started on an LD.
0x01ad Information  |Erase complete on %s Logged when the Erase is complete on an LD.
0x01ae Warning Potential leakage during erase on %s|L0gged to inform the Potential leakage during erase on
an LD.
; Battery charging was suspended due |Logged when the Battery charging was suspended
1af Wi
0x01a arming to high battery temperature due to high battery temperature.
0x01b0 Information | NVCache firmware update was This event is not reported to the user.
successful
0x01b1 Warning NVCache firmware update failed This event is not reported to the user.
0x01b2 Fatal %s access blocked as cached data in | This event is not reported to the user.
CacheCade is unavailable
0x01b3 Information  |CacheCade disassociate started on | This event is not reported to the user.
%s
0x01b4 Information  |CacheCade disassociate completed |This event is not reported to the user.
on %s
0x01b5 Critical CacheCade disassociate failed on %s |This event is not reported to the user.
0x01b6 Progress CacheCade disassociate progress on |This event is not reported to the user.
%s is %s
0x01b7 Information ~|CacheCade disassociate aborted by | qpjg event is not reported to the user
user on %s
0x01b8 Information | Link speed changed on SAS port %d |Logged when the Link speed changed on SAS port and
and PHY %d PHY.
0x01b9 Warning Advanced Software Options was This event is not reported to the user.
deactivated for - %s
0x01ba Information | %s is now accessible This event is not reported to the user.
0x01bb Information  |%sis using CacheCade This event is not reported to the user.
0x01bc Information | %s is no longer using CacheCade This event is not reported to the user.
0x01bd Warning Patrol Read aborted on %s Logged when the Patrol Read is aborted on a PD.
0x01¢2 Information | Periodic Battery Relearn was missed, |Logged if Battery Relearn was missed at the scheduled

and rescheduled to %s

time due to a system power off then the controller will
reschedule automatically when you power on the
system.
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Severity . i
Number Level Event Text Generic Conditions when Each Event Occurs
0x01c3 Information | Controller reset requested by host Logged when the Controller Reset process started on the
corresponding controller.
0x01c4 Information | Controller reset requested by host, Logged when the Controller Reset process completed on the
completed corresponding controller.
0x01c7 Warning Controller booted in headless mode with |Logged when the Controller is booted to safe mode due to
errors warning errors.
0x01c8 Critical Controller booted to safe mode due to Logged when the Controller is booted to safe mode due to
critical errors critical errors.
. . . Logged when awarning error occurs during booting the
_0
0x01c9 Warning Warning Error during boot - %s controller to safe mode.
0x01ca Critical Critical Error during boot - %s Logged when a critical error occurs during booting the
controller to safe mode
0x01cb Fatal Fatal Error during boot - %s Logged when afatal error occurs during booting the

controller to safe mode
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Appendix

This appendix provides a glossary for terms used in this document.

A

Absolute state of charge

Access policy

Alarm enabled

Alarm present

Array

Auto learn mode

Auto learn period
Average time to empty

Average time to full

B
Battery module version

Battery replacement

Battery retentiontime

Predicted remaining battery capacity expressed as a percentage of Design Capacity.
Note that the Absolute State of Charge operation can return values greater than 100
percent.

Avirtual drive property indicating what kind of access is allowed for a particular

virtual drive. The possible values are Read/Write, Read Only, or Blocked.

A controller property that indicates whether the controller’s onboard alarm is

enabled.

A controller property that indicates whether the controller has an onboard alarm. If

present and enabled, the alarm is sounded for certain error conditions.

See drive group.

The controller performs the learn cycle automatically in this mode. This mode offers

the following options:

m  BBU Auto Learn: Firmware tracks the time since the last learn cycle and performs alearn
cycle when due.

m  BBU Auto Learn Disabled: Firmware does not monitor or initiate alearn cycle. You
can schedule learn cycles manually.

m  BBU Auto Learn Warn: Firmware warns about a pending learn cycle. You can initiate a
learn cycle manually. After the learn cycle is complete, the firmware resets the counter
and warns you when the next learn cycle time is reached.

Time between learn cycles. Alearn cycle is a battery calibration operation performed
periodically by the controller to determine the condition of the battery.

One-minute rolling average of the predicted remaining battery life.

Predicted time to charge the battery to a fully charged state based on the one minute

rolling average of the charge current.

Current revision of the battery pack module.

Warning issued by firmware that the battery can no longer support the required

data retention time.

Time, in hours, that the battery can maintain the contents of the cache memory.
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Battery status
Battery type
BBU present
BGl rate

BIOS

Cache

Cache flush interval

Caching

Capacity

Coerced capacity

Coercion mode
208

Operating status of the battery. Possible values are Missing, Optimal, Failed,
Degraded (need attention), and Unknown.

Possible values are intelligent Battery Backup Unit (BBU), intelligent Battery Backup
Unit (iBBU), intelligent Transportable Battery Backup Unit (iTBBU), and ZCR Legacy.
Acontroller property that indicates whether the controller has an onboard

battery backup unit to provide power in case of a power failure.

Acontroller property indicating the rate at which the background initialization of
virtual drives will be carried out.

Basic Input/Output System. The computer BIOS is stored on a flash memory chip. The
BIOS controls communications between the microprocessor and peripheral devices,
such as the keyboard and the video controller, and miscellaneous functions, such as

system messages.

Fast memory that holds recently accessed data. Use of cache memory speeds
subsequent access to the same data. When data is read from or written to main
memory, a copy is also saved in cache memory with the associated main memory
address. The cache memory software monitors the addresses of subsequent reads
to see if the required data is already stored in cache memory. If it is already in cache
memory (a cache hit), it is read from cache memory immediately and the main
memory read is aborted (or not started). If the data is not cached (a cache miss), it is
fetched from main memory and saved in cache memory.

Acontroller property that indicates how often the data cache is flushed.

The process of using a high speed memory buffer to speed up a computer system’s
overall read/write performance. The cache can be accessed at a higher speed than a
drive subsystem. Toimprove read performance, the cache usually contains the most
recently accessed data, aswell asdata from adjacent drive sectors. Toimprove write
performance, the cache can temporarily store data in accordance with its write back
policies.

Aproperty that indicates the amount of storage space on a drive or virtual drive.
Adrive property indicating the capacity to which a drive has been coerced (forced)

to make it compatible with other drives that are nominally the same capacity. For
example, a 4-GB drive from one manufacturer might be 4,196 MB, and a 4-GB from
another manufacturer might be 4,128 MB. These drives could be coerced to a
usable capacity of 4,088 MB each for use in a drive group in a storage

configuration.

Acontroller property indicating the capacity to which drives of nominally



Consistency check

Consistency check rate

Controller

Copyback

Current

Current write policy

Cycle count

Appendix

identical capacity are coerced (forced) to make them usable in a storage
configuration.

An operation that verifies that all stripes in a virtual drive with a redundant RAID level
are consistent and that automatically fixes any errors. For RAID 1 drive groups, this
operation verifies correct mirrored data for each stripe.

The rate at which consistency check operations are run on a computer system.

A chip that controls the transfer of data between the microprocessor and

memory or between the microprocessor and a peripheral device such as a drive.
RAID controllers perform RAID functions such as striping and mirroring to

provide data protection.

The procedure used to copy data from a source drive of a virtual drive to a
destination drive that is not a part of the virtual drive. The copyback operation is
often used to create or restore a specific physical configuration for a drive group (for
example, a specific arrangement of drive group members on the device 1/0 buses).

The copyback operation can be run automatically or manually.

Typically, a drive fails or is expected to fail, and the data is rebuilt on a hot spare. The

failed drive is replaced with a new drive. Then the data is copied from the hot spare to

the new drive, and the hot spare reverts from arebuild drive to its original hot spare

status. The copyback operation runs as a background activity, and the virtual drive is

still available online to the host.

Measure of the current flowing to (+) or from (-) the battery, reported in

milliamperes.

Avirtual drive property that indicates whether the virtual drive currently supports

Write Back mode or Write Through mode.

m  In Write Back mode, the controller sends a data transfer completion signal to the host
when the controller cache has received all of the data in a transaction.

m  In Write Through mode, the controller sends a data transfer completion signal to the
host when the drive subsystem has received all of the data in a transaction.

The countis based on the number of times the near fully charged battery has

been discharged to alevel below the cycle count threshold.
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D

Default write policy

Design capacity
Design charge
capacity remaining
Design voltage
Device chemistry
Device ID

Device port count

Drive cache policy

Drive group

Drive state

Avirtual drive property indicating whether the default write policy is Write Through
or Write Back. In Write Back mode the controller sends a data transfer completion
signal to the host when the controller cache has received all of the datain a
transaction. In Write Through mode the controller sends a data transfer completion
signal to the host when the drive subsystem has received all of the data in a
transaction.

Designed charge capacity of the battery, measured in milliampere-hour units (mAh).

Amount of the charge capacity remaining, relative to the battery pack design capacity.

Designed voltage capacity of the battery,measured in millivolts (mV).

Possible values are NiMH (nickel metal hydride) and LiON (lithium ion).

A controller or drive property indicating the manufacturer-assigned device ID.

Acontroller property indicating the number of ports on the controller.

Avirtual drive property indicating whether the virtual drive cache is enabled,

disabled, or unchanged from its previous setting.

A group of drives attached to a RAID controller on which one or more virtual drives

can be created. All virtual drives in the drive group use all of the drives in the drive

group.

Adrive property indicating the status of the drive. Adrive can be in one of the

following states:

m  Unconfigured Good —Adrive accessible to the RAID controller but not configured as a
part of a virtual drive or as a hot spare.

m  Hot Spare —Adrive that is configured as a hot spare.

m  Online —Adrive that can be accessed by the RAID controller and will be part of the

virtual drive.

m  Rebuild —Adrive to which data is being written to restore full redundancy for a virtual drive.

m  Failed —Adrive that was originally configured as Online or Hot Spare, but on which
the firmware detects an unrecoverable error.

m  Unconfigured Bad —Adrive on which the firmware detects an unrecoverable error; the
drive was Unconfigured Good or the drive could not be initialized.

m  Missing —Adrive that was Online, but which has been removed from its location.

m  Offline —Adrive that is part of a virtual drive but which hasinvalid data as far as the RAID
configuration is concerned.

m None —Adrive with an unsupported flag set. An Unconfigured Good or Offline drive that

has completed the prepare for removal operation.



Drive state drive

subsystem

Drive type

E

EKM

Estimated time

to recharge

Expected margin of error
F

Fast initialization

Fault tolerance

Firmware

Foreign configuration

Formatting

Full charge capacity
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Acollection of drives and the hardware that controls them and connects them to one or
more controllers. The hardware can include an intelligent controller, or the drives can
attach directly to a system 1/O bus controller.

Adrive property indicating the characteristics of the drive.

External Key Management
Estimated time necessary to complete recharge of the battery at the current
charge rate

Indicates how accurate the reported battery capacity is in terms of percentage.

Amode of initialization that quickly writes zeroes to the first and last sectors of the
virtual drive. This allows you to immediately start writing data to the virtual drive
while the initialization is running in the background.

The capability of the drive subsystem to undergo a single drive failure per drive
group without compromising data integrity and processing capability. LSI SAS RAID
controllers provides fault tolerance through redundant drive groups in RAID levels 1,
5,6, 10, 50, and

60. They also support hot spare drives and the auto-rebuild feature.

Software stored in read-only memory (ROM) or programmable ROM (PROM).
Firmware is often responsible for the behavior of a system when it isfirst turned on. A
typical example would be a monitor program in a system that loads the full
operating system from drive or from a network and then passes control to the
operating system.

A RAID configuration that already exists on a replacement set of drives that you
install in a computer system. MegaRAID Storage Manager software allows you to
import the existing configuration to the RAID controller, or you can clear the
configuration so you can create a new one.

The process of writing a specific value to all data fields on a drive, to map out
unreadable or bad sectors. Because most drives are formatted when manufactured,
formatting is usually done only if a drive generates many media errors.

Amount of charge that can be placed in the battery. This value represents the last
measured full discharge of the battery. This value is updated on each learn cycle
when the battery undergoes a qualified discharge from nearly full to a low

battery level.
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G

Gas gauge status

Hole
Host interface

Host port count

Host system

Hot spare

Initialization

1O policy

L

Learning cycle

212

Hexadecimal value that represents the status flag bits in the gas gauge status register.

In MegaRAID Storage Manager, a hole is a block of empty space in a drive group that
can be used to define a virtual drive.

Acontroller property indicating the type of interface used by the computer host
system:for example, PCIX.

Acontroller property indicating the number of host data ports currently in use.

Any computer system on which the controller is installed. Mainframes, workstations,
and standalone desktop systems can all be considered host systems.

A standby drive that can automatically replace a failed drive in a virtual drive and
prevent data from being lost. A hot spare can be dedicated to a single redundant
drive group or it can be part of the global hot spare pool for all drive groups
controlled by the controller.

When a drive fails, MegaRAID Storage Manager software automatically uses a hot
spare to replace it and then rebuilds the data from the failed drive to the hot spare.

Hot spares can be used in RAID 1, 5, 6, 10, 50, and 60 storage configurations.

The process of writing zeros to the data fields of a virtual drive and, in fault-tolerant
RAID levels, generating the corresponding parity to put the virtual drive in a Ready state.
Initialization erases all previous data on the drives. Drive groups will work without
initializing, but they can fail a consistency check because the parity fields have not been
generated.

Avirtual drive property indicating whether Cached I/O or Direct I/O is being used. In
Cached I/0 mode, all reads are buffered in cache memory. In Direct I/O mode, reads

are not buffered in cache memory. Data is transferred to cache and the host
concurrently. If the same data block is read again, it comes from cache memory. (The

10 Policy applies to reads on a specific virtual drive. It does not affect the read ahead

cache.)

Abattery calibration operation performed by a RAID controller periodically to
determine the condition of the battery. You can start battery learn cycles manually

or automatically



Learn delay interval

Learn mode

Learn state

Load-balancing

Low-power storage mode

consumption.

LKM

M
Manufacturing date

Manufacturing name

Max error

Maximum learn delay
from current start time
Media error count
drive media.

Migration
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Length of time between automatic learn cycles. You can delay the start of the learn
cycles for up to 168 hours (seven days).

Mode for the battery auto learn cycle. Possible values are Auto, Disabled, and

Warning.

Indicates that a learn cycle is in progress.

A method of spreading work between two or more computers, network links, CPUs,
drives, or other resources. Load balancing is used to maximize resource use, throughput,
or response time.

Storage mode that causes the battery pack to use less power, which save battery power

Local Key Management

Date on which the battery pack assembly was manufactured.

Device code that indicates the manufacturer of the components used to

make the battery assembly.

Expected margin of error (percentage) in the state of charge calculation.

For example, when Max Error returns 10 percent and Relative State of Charge returns
50 percent, the Relative State of charge is more likely between 50 percent and 60
percent. The gas gauge sets Max Error to 100 percent on a full reset. The gas gauge
sets Max Error to 2 percent on completion of a learn cycle, unless the gas gauge
limits the learn cycle to the +512/-256-mAh maximum adjustment values. If the
learn cycle is limited, the gas gauge sets Max Error to 8 percent unless Max Error
was already below 8 percent. In this case Max Error does not change. The gas gauge
increments Max Error by 1 percent after four increments of Cycle Count without a
learn cycle.

Maximum length of time between automatic learn cycles. You can delay the start of a
learn cycle for a maximum of 168 hours (7 days).

Adrive property indicating the number of errors that have been detected on the

The process of moving virtual drives and hot spare drives from one controller to
another by disconnecting the drives from one controller and attaching them to
another one. The firmware on the new controller will detect and retain the virtual

drive information on the drives.
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Mirroring

Multipathing

N

Name

Next learn time
Non-redundant

configuration

NVRAM

NVRAM present

controller. NVRAM size

(0

Offline

P

Patrol read

Patrol read rate

The process of providing complete data redundancy with two drives by
maintaining an exact copy of one drive’s data on the second drive. If one drive fails,
the contents of the other drive can be used to maintain the integrity of the system
and to rebuild the failed drive.

The firmware provides support for detecting and using multiple paths from the
RAID controllers to the SAS devices that are in enclosures. Devices connected to
enclosures have multiple paths to them. With redundant paths to the same port of
a device, if one path fails, another path can be used to communicate between the
controller and the device. Using multiple paths with load balancing, instead of a

single path, can increase reliability through redundancy.

A virtual drive property indicating the user-assigned name of the virtual drive.

Time at which the next learn cycle starts.

ARAID 0O virtual drive with data striped across two or more drives but without drive
mirroring or parity. This provides for high data throughput but offers no protection in

case of a drive failure.

Acronym for nonvolatile random access memory. A storage system that does not lose the

data stored on it when power is removed. NVRAM is used to store firmware and
configuration data on the RAID controller.
Acontroller property indicating whether an NVRAM is present on the

Acontroller property indicating the capacity of the controller’s NVRAM.

Adrive is offline when it is part of a virtual drive butits data is not accessible to the

virtual drive.

Aprocess that checks the drives in a storage configuration for drive errors that could
lead to drive failure and lost data. The patrol read operation can find and sometimes
fix any potential problem with drives before host access. This enhances overall
system performance because error recovery during a normal I/O operation might
not be necessary.

The user-defined rate at which patrol read operations are run on a computer system.



Predicted battery
capacity status
(hold 24hr charge)
Product info

Product name

RAID

RAID O

RAID 00

RAID 1

RAID 5

RAID 6

RAID 10

RAID 50
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Indicates whether the battery capacity supports a 24-hour data retention time.

A drive property indicating the vendor-assigned model number of the drive.
Acontroller property indicating the manufacturing name of the

controller.

Agroup of multiple, independent drives that provide high performance by increasing
the number of drives used for saving and accessing data.

ARAID drive group improves input/output (I/O) performance and data availability.
The group of drives appears to the host system as a single storage unit or as
multiple virtual drives. Data throughput improves because several drives can be
accessed simultaneously. RAID configurations alsoimprove data storage
availability and fault tolerance. Redundant RAID levels (RAID levels 1, 5, 6, 10, 50, and
60) provide data protection.

Uses data striping on two or more drives to provide high data throughput,
especially for large files in an environment that requires no data redundancy.

Uses data striping on two or more drives in a spanned drive group to provide high data
throughput, especially for large files in an environment that requires no data
redundancy

Uses data mirroring on pairs of drives so that data written to one drive is
simultaneously written to the other drive. RAID 1 works well for small databases or
other small applications that require complete data redundancy.

Uses data striping and parity data across three or more drives (distributed parity)

to provide high data throughput and data redundancy, especially for
applications that require random access.

Uses data striping and parity data across three or more drives (distributed parity)

to provide high data throughput and data redundancy, especially for
applications that require random access. RAID 6 can survive the failure of two
drives.

Acombination of RAID 0 and RAID 1 that uses data striping across two mirrored
drive groups. It provides high data throughput and complete data redundancy.
Acombination of RAID 0 and RAID 5 that uses data striping across two drive groups

with parity data. It provides high data throughput and complete data redundancy.
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RAID 60 Acombination of RAID 0 and RAID 6 that uses data striping across two drive groups
with parity data. It provides high data throughput and complete data redundancy.
RAID 60 can survive the failure of two drives in each RAID set in the spanned drive
group.

RAID level Avirtual drive property indicating the RAID level of the virtual drive.

LSI SAS RAID controllers support RAID levels 0, 1, 5, 6, 10, 50, and 60.

RAID Migration Afeature in RAID subsystems that allows changing a RAID level to another level
without powering down the system.

Raw capacity Adrive property indicating the actual full capacity of the drive before any coercion
mode is applied to reduce the capacity.

Read policy Acontroller attribute indicating the current Read Policy mode. In Always Read
Ahead mode, the controller reads sequentially ahead of requested data and stores
the additional data in cache memory, anticipating that the data will be needed soon.
This speeds up reads for sequential data, but there is little improvement when
accessing random data. In No Read Ahead mode (known as Normal mode in
WebBIOS), read ahead capability is disabled.

Rebuild The regeneration of all data to a replacement drive in a redundant virtual drive after
a drive failure. Adrive rebuild normally occurs without interrupting normal
operations on the affected virtual drive, though some degradation of performance
of the drive subsystem can occur.

Rebuild rate The percentage of central processing unit (CPU) resources devoted to rebuilding
data onto a new drive after a drive in a storage configuration has failed.

Reclaim virtual drive A method of undoing the configuration of a new virtual drive. If you highlight the
virtual drive in the Configuration Wizard and click Reclaim, the individual drives are
removed from the virtual drive configuration.

Reconstruction rate The user-defined rate at which a drive group modification operation is carried out.

Redundancy Aproperty of a storage configuration that prevents data from being lost when one
drive fails in the configuration.

Redundant Avirtual drive that has redundant data on drives in the drive group that can be used to

configuration rebuild a failed drive. The redundant data can be parity data striped across multiple
drives in a drive group, or it can be a complete mirrored copy of the data stored on a
second drive.

Aredundant configuration protects the data in case a drive fails in the configuration.

Relative state of charge  Predicted remaining battery capacity expressed as a percentage of Full Charge Capacity.
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Amount of remaining charge capacity of the battery as stated in milliamp hours.
This value represents the available capacity or energy in the battery at any given time.
The gas gauge adjusts this value for charge, self-discharge, and leakage
compensation factors.

When you use the Replace Member procedure, after data is copied from a hot spare
to a new drive, the hot spare reverts from arebuild drive to its original hot spare
status.

Adrive property that indicates the revision level of the drive’s firmware.

Predicted remaining battery life at the present rate of discharge in minutes.

Acronym for Serial-Attached SCSI. SAS is a serial, point-to-point, enterprise-level
device interface that leverages the Small Computer System Interface (SCSI) protocol
set. The SAS interface provides improved performance, simplified cabling, smaller
connectors, lower pin count, and lower power requirements when compared to
parallel SCSI.

Acronym for Serial Advanced Technology Attachment. A physical storage interface
standard. SATAis a serial link that provides point-to-point connections between
devices. The thinner serial cables allow for better airflow within the system and
permit smaller chassis designs.

Adrive property indicating the type of the device, such as drive.

A controller property indicating the manufacturer-assigned serial

number.

The portion of a stripe that resides on a single drive in the drive group.

Avirtual drive property indicating the length of the interleaved data segments that
the RAID controller writes across multiple drives, not including parity drives. For
example, consider a stripe that contains 64 KB of drive space and has 16 KB of data
residing on each drive in the stripe. In this case, the stripe size is 64 KB and the strip
size is 16 KB. The user can select the stripe size.

Atechnique used to write data across all drives in avirtual drive.

Each stripe consists of consecutive virtual drive data addresses that are mapped in
fixed-size units to each drive in the virtual drive using a sequential pattern. For
example, if the virtual drive includes five drives, the stripe writes data to drives one
through five without repeating any of the drives. The amount of space consumed by
a stripe is the same on each drive. Striping by itself does not provide data

redundancy. Striping in combination with parity does provide data redundancy.
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Subvendor ID

T
Temperature
Uncorrectable error

count
Vendor ID

controller. Vendor info

Virtual drive

Virtual drive state

W
Write-back

Write policy
Write-through

Acontroller property that lists additional vendor ID information about the controller.

Temperature of the battery pack, measured in Celsius.

A controller property that lists the number of uncorrectable errors detected on drives
connected to the controller. If the error count reaches a certain level, a drive will be
marked as failed.

Acontroller property indicating the vendor-assigned ID number of the

Adrive property listing the name of the vendor of the drive.

Astorage unit created by a RAID controller from one or more drives. Although a
virtual drive can be created from several drives, it is seen by the operating system

as a single drive. Depending on the RAID level used, the virtual drive can retain
redundant data in case of a drive failure.

Avirtual drive property indicating the condition of the virtual drive. Examples include

Optimal and Degraded.

In Write-Back Caching mode, the controller sends a data transfer completion signal to
the host when the controller cache has received all of the data in a drive write
transaction. Data is written to the drive subsystem in accordance with policies set up
by the controller.

These policies include the amount of dirty/clean cache lines, the number of cache
lines available, and elapsed time from the last cache flush.

See Default Write Policy.

In Write-Through Caching mode, the controller sends a data transfer completion
signal to the host when the drive subsystem has received all of the data and has

completed the write transaction to the drive.
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